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ABSTRACT

Study of B0
s Mixing at the D-Zero Detector at Fermilab Using the Semi-leptonic Decay

B0
s → D−

s µ
+νX

Meghan S. Anzelc

B0
s mixing studies provide a precision test of Charge-Parity violation in the Standard

Model. A measurement of ∆ms constrains elements of the CKM quark rotation matrix [1],

providing a probe of Standard Model Charge-Parity violation.

This thesis describes a study of B0
s mixing in the semileptonic decay B0

s → D−
s µ

+νX,

where D−
s → φπ−, using data collected at the D-Zero detector at Fermi National Accel-

erator in Batavia, Illinois. Approximately 2.8 fb−1 of data collected between April 2002

and August 2007 was used, covering the entirety of the Tevatron’s RunIIa (April 2002 to

March 2006) and part of RunIIb (March 2006 – August 2007).

Taggers using both opposite-side and same-side information were used to obtain the

flavor information of the B0
s meson at production. The charge of the muon in the decay

B0
s → D−

s µ
+νX was used to determine the flavor of the B0

s at decay. The B0
d mixing
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frequency, ∆md, was measured to verify the analysis procedure. A log-likelihood calcu-

lation was performed, and a measurement of ∆ms was obtained. The final result was

∆ms = 18.86 ± 0.80(stat.) ± 0.37(sys.) with a significance of 2.6σ.
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CHAPTER 1

Introduction

Physicists believe the Big Bang produced a slightly greater amount of matter than anti-

matter, allowing the universe to develop into the matter universe we see today. Physicists

need to determine whether our current conceptual framework, called the Standard Model

(SM), explains this asymmetry of matter and anti-matter in the early universe or if we

must look to new theories to explain the asymmetry.

A probe of this asymmetry is provided by studies of B0
s mixing. Currently, the only

studies of B0
s mixing have come from the Tevatron at Fermi National Accelerator Labo-

ratory in Batavia, Illinois. This thesis describes B0
s mixing studies in one decay channel

that were performed at the D-Zero detector, one of two detectors at the Tevatron.

1.1. The Standard Model

Our current understanding of fundamental particles and their interactions is called

the Standard Model [2]. The fundamental particles and forces of the Standard Model are

shown in Figure 1.1. The Standard Model consists of six quarks, of which the up and

down quarks make up most of the everyday matter around us. The B0
s meson is composed

of a strange quark, the s quark, and an anti-bottom quark b̄. Its anti-partner, a B̄0
s , is

composed of an s̄ and a b quark.

In addition to the six quarks there are six leptons. These are the electron, muon,

and tau, along with their corresponding neutrinos: νe, νµ, and ντ . The right column of
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Figure 1.1. The Standard Model, containing sixteen fundamental particles,
separated into quark and lepton categories, as well as the four force carriers.
The generations are labeled as I, II, and III at the top of the figure, with I
being the lightest and III the heaviest category.

Figure 1.1 shows the force carriers for the four fundamental forces. The four fundamental

forces are gravity, the electromagnetic force, the weak force, and the strong force. While

gravity is not described by the SM, this force is known to be much weaker than the other

three fundamental forces, about 25 orders of magnitude weaker than the weak force.

Gravity is believed to be mediated by the graviton, but the graviton has not yet been

observed. The electromagnetic force is mediated by the photon, the weak force is mediated

by the charged W± bosons and the neutral Z boson, and the strong force is mediated by
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the gluon. B0
s mixing occurs via the weak force, through an exchange of two W bosons,

shown in Figure 1.2.

b

s

0
sB

+W

t,c,u u,c,t

-WtsV tbV

*
tbV *

tsV s

b

0
sB

b

s

0
sB -W

t,c,u

u,c,t

+W

tsV tbV

*
tbV *

tsV s

b

0
sB

Figure 1.2. The two Feynman box diagrams that give rise to B0
s mixing

in the Standard Model. The relevant CKM matrix elements, discussed in
Section 1.1.2 are shown at the interaction points.

The three standard symmetries discussed in the Standard Model are: charge, parity,

and time. If an interaction is symmetric in charge, then the interaction is the same when

you reverse the particles with their antiparticles. If an interaction is symmetric in parity,

then it looks the same when viewed mirror-image and upside-down. Similarly, if an in-

teraction is symmetric in time, the interaction is the same going backwards in time as it
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is going forwards in time. These symmetries can also be discussed in combination, such

as Charge-Parity (CP) conservation or violation. The Standard Model allows a certain

amount of CP violation that accounts for some of the matter/antimatter asymmetry. The

interesting question is whether the amount of CP violation in the Standard Model ac-

curately describes the matter/anti-matter asymmetry of the early universe. Studying

B0
s mixing gives information about the amount of CP violation in the universe, which can

then be compared to the amount predicted by the SM. How B0
s mixing studies relates to

CP violation will be described later in this chapter.

1.1.1. Formalism of Mixing

The Standard Model quarks can be described by a doublet in the mass eigenstate repre-

sentation, as:






u

d






(1.1)

In 1963, motivated by experimental Kaon decay rates, Cabibbo proposed that the weak

eigenstates could be represented by the mass eigenstate doublet and a quark rotation

angle, θc [3]. The doublet above can then be expressed as:







u

d′






=







u

d cos θC + s sin θC






(1.2)

where d′ is the weak eigenstate of the down quark, a combination of the mass eigenstates

of the down and strange quarks and the Cabibbo angle.
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When Glashow, Illiopoulus, and Maiani proposed the charm quark in 1970 [4], the

formalism introduced by Cabibbo was expanded to two doublets and had a 2x2 quark

rotation matrix, as shown in Equation 1.4. The first of the two doublets is shown above

in Equation 1.2 and the second in Equation 1.3. This mechanism, known as the “GIM”

mechanism, completed the picture for the three known quarks and newly proposed charm

quark.






c

s′






=







c

−d sin θC + s cos θC






(1.3)







d′

s′






=







cos θC sin θC

− sin θC cos θC













d

s






(1.4)

Later, when the Standard Model was expanded [1] to include the bottom and top

quarks, the rotation matrix was modified again to a 3x3 rotation matrix. This was done

by Kobayashi and Maskawa and is known as the CKM matrix.

1.1.2. The CKM Matrix

The Cabibbo-Kobayashi-Maskawa, or CKM, matrix is a 3x3 unitary matrix which de-

scribes the flavor-change of quarks in the Standard Model. It is described by three real

parameters and one complex phase. The three real parameters are analogous to the Euler
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angles, while CP violation in the Standard Model arises from the complex phase. There

are a variety of ways to parameterize the CKM matrix. The most general form is:













Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb













, (1.5)

where each element Vqq′ describes the coupling for the given transition. The larger the

magnitude of Vqq′ , the greater the strength of the flavor-changing transition.

The CKM matrix can also be described by the weak mixing angle, θC , and the complex

phase δ as:













c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13













, (1.6)

where “s” stands for sin θ and “c” for cos θ.

While there are a number of parameterizations of the CKM matrix, such as the one

above, the standard parameterization used was done by Wolfenstein [5]. This uses four

parameters: A, λ, ρ, and η, where η is the complex parameter. This parameterization of

the CKM matrix is given by:













1 − 1
2
λ2 λ Aλ3(ρ− iη)

−λ 1 − 1
2
λ2 Aλ2

Aλ3(1 − ρ− iη) −Aλ2 1













. (1.7)
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The most recent [6] PDG values and uncertainties for the CKM matrix elements,

assuming unitarity, are:













0.97383+0.00024
−0.00023 0.2272 ± 0.0010 (3.96 ± 0.09) × 10−3

0.2271 ± 0.0010 0.97296 ± 0.00024 (42.21+0.10
−0.80) × 10−3

(8.14+0.32
−0.64) × 10−3 (41.61+0.12

−0.78) × 10−3 0.999100+0.000034
−0.000004













. (1.8)

From this it can be seen that the CKM matrix element |Vtd|, in the lower-left corner, has

the largest uncertainty of the elements, at over 4%.

1.1.3. The Unitarity Triangle

By definition, the unitarity of the CKM matrix means all of the rows and columns are

orthogonal. This allows one to construct six different triangles from the orthogonal com-

binations of rows and columns. The six combinations are:

VudV
∗
us + VcdV

∗
cs + VtdV

∗
ts = 0, (1.9)

VusV
∗
ub + VcsV

∗
cb + VtsV

∗
tb = 0, (1.10)

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0, (1.11)

VudV
∗
cd + VusV

∗
cs + VubV

∗
cb = 0, (1.12)

VcdV
∗
td + VcsV

∗
ts + VcbV

∗
tb = 0, (1.13)

VudV
∗
td + VusV

∗
ts + VubV

∗
tb = 0. (1.14)

Due to the magnitude of the nine CKM elements, four of the six triangles have two

long sides of nearly equal length and one very short side resulting in “squished” triangles.



22

It is therefore difficult to adequately probe the CP-volating parameters of the “squished”

triangles. The other two triangles, from equations 1.11 and 1.14 have more even propor-

tions. In the Wolfenstein parameterization, these two triangles are equivalent up to order

λ3, reducing to one equation:

((ρ+ iη) − 1 + (1 − ρ− iη))Aλ3 = 0. (1.15)

This translates into one useful triangle and is therefore usually the only one used by

physicists. It can be rescaled such that one side of the triangle aligns with the real axis,

where

ρ̄ = ρ(1 − λ2/2), (1.16)

and

η̄ = η(1 − λ2/2). (1.17)

This places one corner at (0, 0), one at (0, 1), and the apex at (ρ̄, η̄) in the complex

plane. The angles of the triangle are then defined as:

α = tan−1

(

η̄

η̄2 + ρ̄(ρ̄− 1)

)

, β = tan−1

(

η̄

1 − ρ̄

)

, γ = tan−1

(

η̄

ρ̄

)

, (1.18)

and the two sides of the triangle are:

Ru = αβ =
1 − λ2/2

λ

∣

∣

∣

∣

Vub
Vcb

∣

∣

∣

∣

, (1.19)
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and

Rt = βγ =
1

λ

∣

∣

∣

∣

Vtd
Vcb

∣

∣

∣

∣

. (1.20)

This is known as the “Unitarity Triangle” [7] and is shown in Figure 1.3. B0
s and

B0
d mixing studies reduce the uncertainty on the length of side Rt.

(0,0)

)η,ρ(

(0,1)

α

βγ

uR tR

Figure 1.3. The Unitarity Triangle in the Wolfenstein parameterization.

The current understanding of the Unitarity Triangle is shown in Figure 1.4, produced

by the CKMfitter group[8]. The blue wedge marks the sin(2β) measurements done by the

B-factories[9], and the green εK bands are CP-violation measurements in kaons[6]. The

green circle centered at (0, 0) is |Vub| constraints from CLEO, LEP, CDF (the Collider De-

tector at Fermilab, the other Tevatron experiment), and the B-factories[9]. Additionally,

direct constraints on α and γ have been provided by the B-factories. The yellow circle

gives the constraints on the unitarity triangle from measurements of the B0
d oscillation

frequency, ∆md [9], while the smaller orange circular band indicates the constraints from

both the ∆md and ∆ms studies [10]. The small yellow oval outlined in red at the apex

of the triangle shows the current uncertainty on the length of the side of the unitarity
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triangle Rt (see Equation 1.19). Further lower-limits on ∆ms will constrain the orange

band from the left, while additional constraints on the upper limit of ∆ms will push the

orange band inwards from the right, thus decreasing the uncertainty on the length of Rt.

Figure 1.4. The current understanding of the unitarity triangle. This in-
cludes limits on the angles and sides of the triangle.

Currently, the CKM matrix element with the largest uncertainty, assuming unitarity,

is Vtd, as evident from Equation 1.8 and Figure 1.4. This error can be reduced by either

a measurement of ∆ms or by placing lower limits on the B0
s oscillation frequency, as
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mentioned above; Section 1.1.4 will explain this indirect probe approach. Additionally,

the uncertainty on Vtd can be reduced by improvements in the theoretical calculations of

the decay constants and the Bag parameters for B0
s and B0

d ; see Equation 1.28 and the

explanation that follows.

1.1.4. B0
s Mixing Formalism

B0
s mixing occurs via the weak interaction, through six possible Feynman box diagrams.

These box diagrams are shown in Figure 1.2. A B0
s mixes, or oscillates, into a B̄0

s by

exchange of two W bosons and two quarks. Because the top quark is much, much heavier

than the other quarks, it dominates this interaction. Therefore, Vtb and Vts become the

only contributing CKM matrix elements, and the six possible box diagrams are reduced

to the two diagrams involving the top quark.

The B0
s and B̄0

s correspond to the weak eigenstates in quantum mechanics. The

strong, or mass, eigenstates are denoted as BL and BH for the light and heavy mass

states, respectively. The BL eigenstate is about equal to the CP-odd state while the BH

corresponds to the CP-even state; in the absence of CP violation, the mass states are

equal to the CP eigenstates.

The mass eigenstates are related to the weak eigenstates by the following equations:

|BL〉 = p
∣

∣B0
s

〉

+ q
∣

∣B̄0
s

〉

,

|BH〉 = p
∣

∣B0
s

〉

− q
∣

∣B̄0
s

〉

, (1.21)
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where

q

p
=

√

M∗
12 − i

2
Γ∗

12

M12 − i
2
Γ12

= e−iφ (1.22)

and where M12 and Γ12 are elements of the mass matrix.

Similarly, the weak eigenstates are related to the mass eigenstates by the equations:

∣

∣B0
s

〉

=
1

2p
(|BL〉 + |BH〉),

∣

∣B̄0
s

〉

=
1

2q
(|BL〉 − |BH〉), (1.23)

where q/p is defined as above.

The masses of the heavy and light mass eigenstates are related to the mass of the

B0
s and the mass difference of the heavy and light states, as follows:

mH = MBs + ∆ms,

mL = MBs − ∆ms, (1.24)

where MBs is the mass of the B0
s meson, and ∆ms is half the mass difference between

the heavy and light mass eigenstates, written as: ∆ms = 1
2
(mH − mL). The Standard

Model predicts the B0
s oscillation frequency to be within a certain range. This range

varies depending on which theoretical prediction is used, but is generally accepted to be

within 15 to 25 ps−1. If ∆ms were to lie outside this range, new physics would have to be

used to explain the frequency.
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Working out the Feynman box diagrams, using the notation and derivation of Gay [11],

the matrix element can be found to be proportional to:

M ∝ V ∗
tsVtbV

∗
tbVtss̄γ

µ(1 − γ5)W±
µνγ

ν(1 − γ5)b, (1.25)

where

W±
µν =

−i(gµν − qµqν/m
2
W )

q2 −m2
W

. (1.26)

This reduces to the mass difference, ∆ms, as:

∆ms = 2|M12| =
M
mBs

=
G2
F

3π2
mBsf

2
BsBBsηBm

2
t f2

(

m2
t

m2
W

)

|V ∗
tsVtb|2, (1.27)

where:

• GF is the Fermi constant,

• mBs is the mass of the B0
s -meson,

• fBs is the Bs decay constant,

• BBs is the Bag parameter,

• ηB is the QCD parameter,

• mt is the mass of the top quark,

• f2 is the Inami-Lim function, and

• mW is the mass of the W boson.

The Fermi constant is proportional to the square of the electroweak coupling constant

g, as: GF =
√

2g2

8m2
W

. The B0
s decay constant, fBs, is determined from lattice QCD[12];

the current best calculation is fBs/fB = 1.20 ± 0.03(stat+ chiralfit) ± 0.01(other) from

the HPQCD Collaboration[13]. The Bag parameter is essentially a “fudge” factor that
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comes from collapsing the sum over all states in the matrix element calculation to only

include the vacuum state. BBs then corrects for the exclusion of intermediate states; if

the vacuum state was the only contributing state, then BBs = 1. The current “best”

calculation for BBs, as stated by Okamoto[12], is from the JLQCD Collaboration [14]

using unquenched lattice QCD calculations; their result is BBs/BBd = 1.017±0.016+0.056
−0.017.

The QCD correction factor, ηB, accounts for any number of gluons added to the mixing

box diagrams. By definition, ηB is the same for B0
s and B0

d mesons[11], and the standard

calculation was done by Buras, Jamin and Weisz [15] using next-to-leading order (NLO)

QCD. The Inami-Lim function [16] describes the calculation of the internal loop, or box,

of the diagram.

The equation above for ∆ms on its own has a theoretical uncertainty of about 15% [12].

This comes mainly from the uncertainty on the decay constant. However, if you take the

ratio of ∆ms to ∆md, many of the theoretical parameters cancel and the theoretical

uncertainty is reduced to the order of 3%, as shown here:

∆ms

∆md

=
mBsf

2
BsBBs

mBdf
2
Bd
BBd

∣

∣

∣

∣

Vts
Vtd

∣

∣

∣

∣

2

. (1.28)

The ratio of B decay constants leads to the cancellation of the uncertainty from pertur-

bation theory[13], and the ratio of Bag parameters cancels out a number of systematic

uncertainties in the lattice QCD calculations[14]. The current measurements of Vts [6]

come from measurements of the inclusive rate B → Xsγ [9] and have an uncertainty of

about 2%, as seen in Equation 1.8.

The CKM matrix element Vtd can be more precisely determined from this ratio, be-

cause of the reduction in theoretical uncertainty. ∆md has been precisely determined [6]
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and so a measurement of ∆ms can be used in the ratio to provide a precise determination

of Vtd. Until recently, the error on the CKM matrix element Vtd was the largest uncer-

tainty in this frequency ratio and was limited by experimental uncertainty. After D-Zero’s

two-sided bound [17] and the CDF’s measurement[10], this ratio is now limited by the

theoretical uncertainty. After CDF’s measurement, the limits on the CKM elements from

HFAG [9] are:

|Vtd|
|Vts|

= ξ

√

∆md

∆ms

m(B0
s )

m(B0
d)

= 0.2062 ± 0.0011+0.0080
−0.0060, (1.29)

where ξ = 1.210+0.047
−0.035 [12].

1.2. Overview of This Analysis

The analysis described in this thesis was done using a single B0
s decay channel1,

B0
s → D−

s µ
+νX, D−

s → φπ−; a diagram of this decay is shown in Figure 1.5. This is

called a semileptonic channel, since the B0
s decays into a lepton (the muon) and the

D−
s decays hadronically. The neutrino in the final state cannot be reconstructed, and

the momentum carried away by the neutrino must be accounted for. This is done us-

ing a scaling factor called a K factor, described in detail in Section 3.6.2. Other decay

channels under study at D-Zero are the semileptonic decays B0
s → D−

s e
+νX(D−

s → φπ−),

B0
s → D−

s µ
+νX (D−

s → K0∗K−), and B0
s → D−

s µ
+νX (D−

s → K0
SK

−), as well as the

hadronic channel B0
s → D−

s π
+X (D−

s → φπ−). Details of these analyses are not pre-

sented here, but are documented in References [18],[19],[20], and [21], respectively, and

their combination is discussed in Reference [22].

1Charge conjugate states are implied throughout this thesis.
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soft
lepton

jet charge

b−hadron K

neutrino

π

π

opposite side

lepton

P.V.

vertex side

pion (kaon)
triggerfragmentation

π (K)

(K)

B
D(s)

(s)

Figure 1.5. An example of a B0
s → µφπ decay. At the dashed line is the

collision point, labeled “P.V.”. To the right is the B0
s event, which decays

into a D−
s , a muon (labeled “trigger lepton”), and a neutrino which is not

reconstructed. The D−
s decays into a φ (the two Ks) and a pion. To the

left of the dashed vertical line is another b-hadron; the importance of this
side of the event is discussed later in this thesis. Diagram courtesy of Sasha
Rakitin.

The B0
s → D−

s µ
+νX, D−

s → φπ− channel has been studied previously at D-Zero, lead-

ing to the first upper-bound on ∆ms [17]. This thesis expands and improves on that

analysis, with the addition of a number of software improvements to the fit inputs, dis-

cussed in Chapter 3, as well as using over two and a half times the data of the original

analysis. Additionally, the LayerØ hardware upgrade to the D-Zero detector in early

2006, discussed in Section 2.2.2.1, improved the quality of the data collected after its

installation.

All B mixing analyses have the same basic steps. A B0
s mixing analysis can be sum-

marized as an asymmetry measurement, since the asymmetry of the number of oscillated

and non-oscillated B0
s events is related to the oscillation frequency of the B0

s meson. To

determine if the B0
s oscillated, we check if the meson at production was a B0

s or B̄0
s and

whether it was a B0
s or B̄0

s at decay. If it was a B0
s (B̄0

s ) at both production and decay,
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then it did not oscillate. Conversely, if it was a B0
s (B̄0

s ) at production and a B̄0
s (B0

s) at

decay, then it oscillated. A B0
s that oscillated is referred to as “mixed” and one that did

not oscillate is called “unmixed”.

For B0
s mixing, the asymmetry, as a function of time, is defined as:

A(tB0
s
) =

Nu(t) −Nm(t)

Nu(t) +Nm(t)
, (1.30)

where u and m abbreviates “unmixed” and “mixed”, respectively. If a measurement

of ∆ms is possible, then the asymmetry distribution can be fit with a cosine, and the

amplitude of the cosine will be equal to the amplitude obtained using the Amplitude

Method.

The first step in the analysis is to reconstruct the particles in a given decay channel

and then find the primary and secondary vertices of the decay. The momentum of the

B-meson gives the proper time, according to the relation:

t =
LxymB

pT
, (1.31)

where Lxy is the transverse decay length, mB is the mass of the B-meson, and pT is the

transverse momentum of the particle measured in the x− y plane of the detector.

Next, we determine the flavor of the Bs (B0
s or B̄0

s) at production and decay, estab-

lishing whether the Bs-meson oscillated or not. We also measure the decay length of the

B0
s , as the probability of oscillation is a function of decay length. It should be noted that

the B0
s meson has a finite decay length with an average decay length of 439µm [6], and

we measure the decay length as the distance between the primary vertex, where the B0
s is
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produced, and the secondary vertex, where the B0
s decays; the production and decay ver-

tices are shown in Figure 1.5. Other inputs are included and are described in more detail

in Section 3.6. We fit for ∆md, the B0
d oscillation frequency introduced in Section 1.1.3,

in order to verify our procedure. Finally, we fit for ∆ms to obtain a result. The details

of each step in the analysis are described in Chapter 3.
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CHAPTER 2

Experimental Apparatus – Tevatron and the D-Zero Detector

The data used for this analysis was collected at the D-Zero detector, one of two

collider detectors at the Tevatron at Fermi National Accelerator Laboratory (Fermilab)

in Batavia, Illinois.

2.1. The Tevatron at Fermilab

The Tevatron is a ring four miles in circumference and just over one mile across (1

km radius). Inside the ring, a beam of protons and a beam of anti-protons are circulated

in opposite directions, making one full revolution every 1.3µs. Each beam is organized

into 36 bunches and collisions occur every 396ns. The center-of-mass energy of the beam

is
√
s = 1.96TeV. The two beams collide together at two points along the ring where

detectors reside. The two Tevatron detectors are the Collider Detector at Fermilab (CDF)

and the D-Zero detector.

2.2. The D-Zero Detector

The D-Zero detector is a multipurpose detector consisting of three main systems: a

tracking system, a calorimeter, and muon detectors. A brief overview is provided here.

The most important detector systems for B-physics analyses are the tracking and muon

systems. Those are described in more detail in the sections that follow. For a more

complete description, see Reference [23].
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The D-Zero detector was designed to study high-pT , or high transverse momentum,

physics and large-mass particles. Data collected prior to 1997 is called RunI and is not

discussed here. Data collected after March 2001 is called RunII, subdivided into RunIIa

which ran from March 2001 to March 2006, and RunIIb which started in June 2006 and

is still ongoing at the time of this thesis submission.

Figure 2.1. The RunII D-Zero detector. The tracking system is the inner-
most detector, followed by the solenoid and calorimeter. Next, the inner
muon detectors, the toroid, and finally the outer muon chambers. A closeup
of the tracking systems is shown in Figure 2.2.

The detector was significantly upgraded before the start of RunIIa. The central track-

ing system was completely replaced with a more sophisticated system, and is now located

inside a 2T solenoid magnet to obtain particle charge information. It is described in more

detail in Section 2.2.2. Preshower detectors were added as well, between the tracking sys-

tem and the calorimeter, and the muon system was upgraded to better prevent radiation

damage. In addition, the D-Zero detector was upgraded during the 2006 shutdown just
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prior to the start of RunIIb. During that shutdown, an additional silicon layer was added

to the silicon tracking system. This was the main hardware upgrade of the 2006 shutdown

and is discussed in more detail at the end of Section 2.2.2. The D-Zero trigger system was

also upgraded to handle the expected increases in luminosity while keeping within data

bandwidth constraints.

2.2.1. Coordinate System at D-Zero

The coordinate system used at the D-Zero detector should be noted. Cartesian coordinates

are defined such that the z-axis is aligned with the proton beampipe, the x-axis points

toward the center of the Tevatron ring, and the y-axis is vertical. The D-Zero detector is

centered at (0, 0, 0). The polar and azimuthal angles are defined respectively as:

θ = tan−1(
r

z
) and φ = tan−1(

y

x
), (2.1)

where r is measured as the perpendicular distance from the beampipe.

Finally, pseudorapidity, is defined as:

η = − ln

(

tan

(

θ

2

))

, (2.2)

where ∆η is Lorentz-invariant.

2.2.2. Silicon Microstrip Tracker System

For B-physics analyses, it is important to precisely determine the particle’s point of

production and decay. These are known as the primary (PV) and secondary (SV) vertices,

respectively. The D-Zero detector’s vertexing capability is greatly enhanced by a silicon
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tracking system. Silicon-based tracking provides good hit resolution and was placed close

to the interaction region for better resolution.

The D-Zero tracking system consists of the Silicon Microstrip Tracker (SMT) system,

Silicon Track Trigger (STT), Central Fiber Tracker (CFT), Central Preshower (CPS) and

Forward Preshower (FPS), and the Central Track Trigger (CTT). The SMT, CFT, CPS

and FPS are all hardware systems. The STT uses information from the SMT and CTT to

make Level2 trigger decisions, while the CTT uses information from the CFT, CPS and

FPS to make both Level1 and Level2 trigger decisions. The trigger system at D-Zero is

discussed in Section 2.2.7. More information on the STT can be found in Reference [24]

and more information on the CTT can by found in Reference [25].

Figure 2.2. The RunII D-Zero tracking systems, showing the Silicon Mi-
crostrip Tracker, Central Fiber Tracker, solenoid, and the preshower detec-
tors. [23]
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The Silicon Microstrip Tracker (SMT) is the innermost section of the D-Zero detector.

Particles pass through the silicon wafers, and the SVX2 readout chips of 128 channels

each carry out the particle’s information. It is a hybrid system as it is composed of both

barrels and disk detectors, called F-disks and H-disks. The RunIIa SMT detector was

comprised of six 12cm long barrels in four layers with F-disk detectors in between the

barrel sections and four large-area H-disk detectors, two at each of the far ends of the

barrels. The H-disks provide coverage up to pseudo-rapidity of |η| < 3. Figure 2.3 shows

the layout of the RunIIa SMT silicon system. A more detailed description of the RunIIa

SMT system can be found in Reference [26].

Figure 2.3. The layout of the RunIIa SMT system. There are three com-
ponents: barrels, F-disks, and H-disks. The barrels are parallel to the
beampipe, and the F-disks are spaced in between the barrels. The H-disks
are the four larger-area disks at the outer ends of the silicon system. [23]

2.2.2.1. The LayerØ Detector. For the RunIIb SMT system, a new barrel layer of

silicon, called LayerØ, was added, fitting around the beampipe and inside the RunIIa

SMT silicon layers at a distance of 1.67cm from the interaction region. In addition, the

outermost H-disks on either end of the SMT were removed. This was done to provide

readout electronics for LayerØ by sacrificing the least-important SMT disks, as installation

of new electronics was not possible due to physical logistics in the D-Zero collision hall.
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A picture of LayerØ is shown in Figure 2.4, and details of the RunIIb SMT Upgrade,

LayerØ detector, and a detailed overview of the RunIIa SMT system can be found in

Reference [27].

Figure 2.4. The LayerØ detector, showing the silicon sensors at the center,
with the readout electronics carrying signals outside the detector region.

LayerØ uses SVX4 readout chips, whereas the RunIIa SMT system is comprised of

SVX2 readout chips. The SVX4 chips are more stable and more radiation hard than the

SVX2 chips. In addition, LayerØ provides approximately a 30% improvement in single-hit

resolution, making LayerØ an important improvement over the RunIIa SMT detector.

LayerØ is comprised of 48 single-sided silicon sensors of 256 channels each. Note

that the F and H-disks of the original SMT system are made from double-sided silicon

sensors. LayerØ has an inner layer (the “A” layer) at r = 16.0mm and an outer layer (the

“B” layer) at r = 17.6mm; the edges of the two layers slightly overlap to maximize the

acceptance of LayerØ. Each of the sensors is attached to a hybrid of two 0.25µm silicon

SVX4 chips using a low-mass analog cable. Signals from the sensors are carried through

the low-mass cables to the hybrid chips. From there, the signal is digitized and then

sent using digital jumper cables connected to junction cards to adapter cards through

twisted pair cables. The adapter cards allow the voltage requirements of the SVX4 chips

to interface to the remaining electronics, as the voltage requirements of the SVX2 chips
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are different. The electronics that were used by the outer H-disks removed during the

2006 shutdown make up the remaining readout electronics for LayerØ. More detailed

information about LayerØ can be found in Reference [28].

2.2.3. Central Fiber Tracker

The Central Fiber Tracker (CFT) system is composed of layers of wavelength-shifting

(WLS) fibers. There are eight concentric layers attached to carbon fiber support cylinders.

Note that the inner layers are shorter in z than the outer layers; this is to accommodate

the H-disks in the SMT and the effect can be seen in Figure 2.2. Each of the eight layers

is made up of an axial layer of WLS fibers with a stereo layer of fibers on top. An example

of one of the eight layers is shown in Figure 2.5. The axial layers are parallel to the beam

direction z, and the stereo layers are set ±3◦ off the z-axis; the stereo direction alternates

with each of the eight layers. There are a total of 76, 800 fibers in the CFT detector;

each fiber is connected to an optical fiber and the optical fibers connect to Visible Light

Photon Counters (VLPCs). VLPCs are similar to photo-multiplier tubes (PMTs) in that

they convert light into pulses, but are solid-state and are kept in a cryogenic system.

The SMT and CFT can locate the primary vertex with a resolution of about 35µm

in the z direction, and can tag a b-quark jet having pT > 10GeV and |η| = 0 with an

impact parameter resolution of less than 15µm in r − φ [23]. More information on the

CFT system can be found in Reference [29].
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Figure 2.5. An example of a CFT layer, showing an end view of the WLS fibers. [30]

2.2.4. Preshower Detectors

The preshower detectors are placed just after the solenoid and just before the calorimeter.

They are positioned such that the showers of electrons and photons beginning just before

this detector, in the solenoid coil, are located and measured. The preshower detectors have

much finer resolution than the calorimeter and thus assist in the tracking by indicating

precisely where particles passed through the preshower detectors. The preshower detectors

have three parts: there is a central preshower detector (CPS) with a range of |η| < 1.3

and two forward preshower detectors (FPS) with a coverage of 1.5 < |η| < 2.5. The

preshower detectors are made of triangular strips of scintillator with WLS fibers running

through their center to collect the light and sent it to PMTs. A detailed illustration is

provided in Figure 2.6. The CPS is made up of an axial layer and two stereo layers, one at

+23◦ and one at −23◦. The FPS is made up of two planes of scintillator strips. Detailed

information about the preshower detectors can be found in Reference [31].
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Figure 2.6. The D-Zero preshower detectors. [23]

2.2.5. Calorimeter

Outside of the solenoid and beyond the FPS, the D-Zero detector has a liquid-argon

and uranium calorimeter, divided into three main sections: the central calorimeter (CC)

and two endcap calorimeters (ECs). The CC covers the central region up to |η| = 1,

and the EC coverage is 1 < |η| < 4. The calorimeters have a depth of about 20 radiation

lengths, with around 4 radiation lengths of material (at |η| = 0) from detector components

between the interaction region and the first calorimeter layer [23]. The innermost portion

of each section is an electromagnetic calorimeter, followed by a hadronic calorimeter.

The calorimeter is divided into smaller sections of φ and z for better resolution. An

illustration of the calorimeter is provided in Figure 2.7 and more detailed information

about the calorimeter is given in Reference [32].
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Figure 2.7. The D-Zero calorimeter. The electromagnetic portion is closest
to the beam, with the fine and then coarse hadronic calorimeter follow-
ing. [23]

2.2.6. Muon System

The muon system is the outermost system of the D-Zero detector. It consists of a single

layer of muon detectors (the “A” layer), followed by a 2T toroid, made up of a central

toroid and two end toroids. Beyond the toroids are an additional two layers (the “B”

and “C” layers) of muon chambers. The muon system has an acceptance up to about

|η| = 2, and is made up of proportional drift tubes (PDTs) in the central region (|η| < 1),

and mini-drift tubes (MDTs) for the forward region, where 1 < |η| < 2. The MDTs are

important particularly in the range |η| > 1.6 where the central tracker coverage is not as

good.

The muon system also uses scintillation counter systems, both inside and outside the

toroids. This allows for better triggering and identification of muons, as well as rejection

of cosmic rays, due to the precise timing information from the counters. Additionally,
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Figure 2.8. An exploded view of the D-Zero muon systems. The layout of
the drift tubes is shown on the left, and the scintillation counters on the
right. [23]

the muon system provides an independent measurement of the muon momentum from

that provided by the tracking system. In the central region there are two scintillation

counters, one before the toroid and one after. The muon momentum resolution in the

central region is dominated by the SMT and CFT [33]. In the forward region there are

three sets of scintillation counters: one before the end toroid and two after the end toroid.

The layout pattern of the scintillation counters matches that of the central fiber tracker

in φ, to match muon triggering requirements at Level1.

The muon system also has “pixel” counters in the forward region, on either side of the

end toroids. The “A” and “B” layers lie directly inside and outside the toroid respectively,

while the “C” layer is a few feet outside of the toroid. The scintillator wedges are arranged

in an r − φ geometry, making the scintillator modules shaped like trapezoids. The φ

segmentation matches that of the CFT, as described previously. In the forward region,

about 50% of the muons triggered are reconstructed offline, and recorded muons have a

purity of 80% and an efficiency of 90% in the forward region [33].
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2.2.7. Overview of the Trigger System at D-Zero

The main points of the trigger system at D-Zero should also be noted. Tens of millions

of collisions occur every second at D-Zero. A single event contains a large amount of

data, and writing out all of the information from every event is not feasible. Instead,

choices are made about which events are the more interesting ones, and then that event

and its information is read out and saved. This set of choices is called the triggering

system. It has a three-level decision process: Level1 (L1), Level2 (L2), and Level3 (L3).

All information that passes L3 is written to tape for use in analyses.

The L1 trigger system is hardware-based, and makes decisions based on information

from the CTT, calorimeter, and the muon system. At this level, the decision is based

on a basic track algorithm using data from the CFT and preshower detectors, the energy

deposited in the calorimeter, muon objects created from wire and scintillator hits as well

as muon objects created from CTT tracks matched to hits in the muon scintillators. L1

reduces the rate of about 27MHz coming in from the detector to 2kHz, and events passing

L1 are digitized and sent to L2.

L2 makes more sophisticated decisions, and utilizes both hardware and software com-

ponents. L2 uses data from the STT, CTT, CPS and FPS, calorimeter and muon systems.

Decisions are made based on one of these systems or a combination of multiple systems.

The STT uses SMT hit information and L1 CTT information, and the CTT uses both the

STT and the L1 CTT information, calculating basic object kinematics. The preshowers

also calculate basic kinematics, as well as flagging clusters with and without matched

tracks as electrons and photons, respectively. The muon system improves muon identifi-

cation with the use of calibration and more precise timing, and the calorimeter identifies
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jets (narrow cones of particles created from the hadronization of a quark), electrons, and

photons.

Level3 of the trigger system takes the 1kHz rate coming from L2 and reduces it to an

average recording rate of 50Hz, using more complex particle reconstruction algorithms.

This level utilizes calibrations and definitions of physics objects to make its decisions. L3

selections are based on physics objects, such as muons and electrons, and their relation

to other physics objects, such as the distance between two objects or the combined mass.

The events passing L3 requirements are written to tape.

The triggering system uses a list of definitions called a trigger list. An individual

trigger might be defined to find high-quality muons with a pT > 3GeV/c, for example.

Many analyses require that their events were triggered by a certain trigger or set of

triggers to help increase the quality of their data sample. For this analysis, no explicit

trigger requirements are made; however, almost all events are recorded by single-muon

triggers. The potential bias from triggers with an impact parameter cut is discussed in

Section 4.2.2.

Another aspect of the triggering system is related to the luminosity of the beam.

At high luminosities, it would be impossible for example, to write out every event that

had a muon in it. To address this, many triggers are prescaled at high luminosities. A

trigger prescale determines what fraction of events that pass that trigger will actually be

written out. A prescale of 5 means that only one in 5 of the events passing those trigger

requirements is saved. However, since saving the 5th, 10th, 15th, etc. event could produce

a bias in the luminosity measurement, the choice of which event to save is made randomly

such that overall, 20% of the events are written out. The D-Zero Trigger Board [34]
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and Trigger Meisters [35] continually improve the triggers and attempt to reduce trigger

prescales as much as possible. More information about the D-Zero trigger system can be

found in Reference [36].

One additional note should be made. The main difference between the triggering at

D-Zero and the trigger system at CDF is the bandwidth. CDF has enough bandwidth at

Level1 to have triggers that are track-based, and are therefore better able to trigger on

fully-reconstructible hadronic B0
s decays.
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CHAPTER 3

Analysis

3.1. Historical Perspective

Historically, studies of mixing in neutral systems have yielded important and often

unexpected results. Mixing was first discovered in the neutral Kaon system and first pre-

dicted by Gell-Mann and Pais in 1955 [37] . Originally, physicists believed the heavy and

light Kaon states, known as KS and KL respectively, to be two completely different parti-

cles. It was Cabibbo [3] who proposed the weak mixing angle θC and the rotation matrix

in Equation 1.2 in 1963 to account for the decay rates of strange particles. Information on

CP violation was gained when the mixing in the Kaon system was discovered [38], as the

two Kaon states correspond to two different CP states. The first evidence for mixing in

the B system was found by UA1 in 1987 [39]. Measuring the oscillation frequency ∆md of

the B0
d system [40],[41] told physicists that the top quark was much heavier than what

had been predicted by theory. Within the last decade, the discovery of neutrino mix-

ing proved conclusively that neutrinos have mass [42]. Most recently, D0 mixing results

have come from the B-factories [43]. Measuring the B0
s oscillation frequency is equally

important as these previously studied systems, providing a precision test of the SM by

indirectly constraining the CKM triangle when combined with the ∆md results.
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Table 3.1. Mixing in the Standard Model

Particle Mixing Allowed Status
K0 Yes Observed
D0 Yes Observed
B0
d Yes Observed

B0
s Yes Observed

π0 No Is its own anti-particle
t-quark No Too heavy to form stable hadrons before decaying

Excited Mesons No Decays strongly before mixing can occur
Neutrinos Yes Observed

3.1.1. Previous Limits and Current Understanding of ∆ms

While B0
s mixing had been proposed theoretically, it was not until the early 1990’s

when the first limits were put on the B0
s oscillation frequency by the LEP experiment

∆ms [44],[45]. Since then, only lower-limits have been placed on ∆ms, until the recent

results from Fermilab’s two collider experiments. B0
s mixing is difficult to study at the

collider experiments, in part because the meson is produced much less frequently than

the B0
d meson. Additionally, D-Zero did not have a solenoid until the start of RunII in

2002, effectively making mixing studies impossible. However, as D-Zero is currently the

only experiment in the world studying B0
s mixing, the challenges are worth overcoming.

In the spring of 2006, D-Zero placed upper limits on the B0
s mixing frequency [17],

followed weeks later by the CDF collaboration result [46]. By placing an upper-bound

on ∆ms of 21 ps−1, D-Zero effectively ruled out all new physics models with large SM

deviations at the 95% C.L. and greatly reduced the uncertainty on the relevant side of

the Unitarity Triangle. By the end of 2006, CDF had measured B0
s mixing at a value

of 17.77 ± 0.10(stat) ± 0.07(sys) ps−1 [10]. Figures 3.1, 3.2, and 3.3 show the unitarity
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triangle limits before the D-Zero two-sided bound, after the D-Zero result was included,

and after both the D-Zero and CDF results were included, respectively.

Figure 3.1. The understanding of the unitarity triangle prior to D-Zero’s
two-sided bound on ∆ms.

D-Zero has continued to work on studies of B0
s mixing, and has a preliminary mea-

surement of ∆ms. D-Zero greatly improved on the original B0
s mixing publication by

developing a number of additional analysis tools and improving existing ones. The 2006

mixing publication used only one B0
s decay channel – the same channel used in the anal-

ysis described in this thesis – and was done using the D-Zero RunIIa detector with about
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Figure 3.2. The understanding of the unitarity triangle after D-Zero’s two-
sided bound on ∆ms was included.

1.0 fb−1 of integrated luminosity. Shortly after the 2006 paper, D-Zero installed an ad-

ditional layer of silicon called LayerØ very close to the beam pipe, improving the decay

length resolution of the D-Zero detector. LayerØ and its readout electronics are discussed

in greater detail in Section 2.2.2.1. The improvements to this analysis gained with the

addition of LayerØ are discussed in Sections 3.5 and 3.6.4. Since the paper, D-Zero has

worked to include an additional three semileptonic channels and one hadronic channel,
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Figure 3.3. The understanding of the unitarity triangle after D-Zero’s two-
sided bound on ∆ms and CDF’s discovery result were included.

greatly improving the sensitivity of the studies as well as the statistical significance. Ad-

ditionally, the B0
s mixing group at D-Zero has made a number of offline improvements

to the analyses. Flavor tagging, the ability to determine whether the B0
s was a B0

s or

B̄0
s at production and decay, was improved with the addition of event-charge tagging

and same-side tagging. Same-side tagging uses information from the “side” of the event

where the B0
s was produced to flavor-tag the event. Flavor tagging is discussed in detail

in Section 3.3.1. The uncertainty on decay length resolution was improved by using an
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event-by-event scaling factor to correct the estimated uncertainty on the impact parame-

ter; this is discussed in detail in Section 3.6.5, and improvements in analysis components

due to the event-by-event scale factors are shown in Sections 3.5 and 4.1.2. Additionally,

improvements were made to momentum scale factors called K factors, which account for

the missing neutrino or other unreconstructed particles in the event. Unreconstructed

decay particles bias the B0
s momentum towards smaller values and K factors provide the

correction to this bias; K factors are discussed in Section 3.6.2. Finally, well over twice

the integrated luminosity was used for this analysis, greatly increasing the statistics of

the B0
s sample.

3.2. Particle Reconstruction and Event Selection

The selection of B0
s → D−

s µ
+νX, D−

s → φπ− events used a multi-step procedure.

First, all tracks in a single event were clustered into jets using the DURHAM [47] clus-

tering algorithm, using a 15 GeV/c cutoff parameter. Muons with a track-match and

pT > 2 GeV/c were selected, and the three tracks associated with the K+, K−, and π−

had to come from the same jet as the selected muon. The kaons and pion had to pass

transverse momentum cuts of pT > 0.7 GeV/c and pT > 0.5GeV/c, respectively. The

tracks associated with the kaons were also required to have significant impact parameters

with respect to the primary vertex (PV). The kaon and pion tracks had to form a vertex

(the Ds vertex), and the Ds candidate had to form a vertex with the selected muon.

Additionally, the Ds candidate was required to be further from the primary vertex than

the B0
s candidate, and both the B0

s and D−
s momentum vectors had to reasonably point

towards their respective vertices from the primary vertex.
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The final sample was selected using a likelihood ratio method based upon the following

discriminating variables:

• Helicity angle, defined as the angle between the D−
s and the K+ mesons in the

(K+, K−) center-of-mass system;

• Isolation, computed as the ratio of the momentum of the µ+D−
s system divided

by the sum of the momentum of all charged particles in a cone

∆R =
√

(∆φ)2 + (∆η)2 < 0.5, where ∆η and ∆φ are the pseudo-rapidity and

the azimuthal angle with respect to the µ+D−
s direction. The µ+, K+, K− and

π− momenta are not included in the sum;

• pT (K+K−);

• Invariant mass of the µ+D−
s system, m(µ+D−

s );

• χ2 of the D−
s vertex;

• Invariant mass of the K+K− system, m(K+K−).

By definition, discriminating variables have different distributions for signal and back-

ground events. Using these discriminating variables, we construct probability density

functions (pdfs) for signal (f si (xi)) and background (f bi (xi)). Probability density func-

tions describe probability distributions in terms of integrals, such that the integral over

the whole probability distribution is one. The discriminating variables can have contin-

uous or discrete distributions, depending on the variable. Using the probability density

functions constructed for signal and background, a combined selection variable can be

defined as:

y =

n
∏

i=1

yi; yi =
f bi (xi)

f si (xi)
. (3.1)
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The probability density functions were determined using real data and are shown in

Section 3.5. Additional details of the event selection are described in Reference [48].

3.3. Flavor Tagging

Flavor tagging determines whether one has reconstructed a B0
s or B̄0

s meson. The

flavor must be known at both production and decay to determine whether the B0
s mixed

or not. Figure 3.4 shows an example of a B0
s candidate event. The center of the figure

marks the pp̄ collision point. The “side” of the event where the B0
s is produced is labeled

as the “vertex side”, to the right of the dashed line; this is also called the “reconstructed

side” or the “same-side”. The “opposite-side” of the event is on the left portion of the

figure, where nearly always another B meson or baryon is produced.

At D-Zero, there are two different methods used for determining the production flavor.

One is called Opposite-Side Tagging, or OST, which uses information from the opposide-

side of the event illustrated in Figure 3.4. The other method is Same-Side Tagging, or

SST, and uses information from the vertex side of the event. These are discussed in detail

in Sections 3.3.1.1 and 3.3.1.2. Both taggers utilize a likelihood ratio method based on

properties of the reconstructed b hadron (SST) or the other b hadron in the event (OST).

A single method is used for determining the decay flavor in semileptonic channels and is

discussed in Section 3.3.2. The initial-state flavor-tagging is discussed first.
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Figure 3.4. An example of an event with a B0
s . Diagram courtesy of Sasha Rakitin.

3.3.1. Initial-State Flavor Tagging

For both OST and SST, the tagging information is based on probability density functions

(pdfs) for b and b̄ quarks. The pdfs are constructed from Monte-Carlo (MC) informa-

tion. Monte-Carlo is a method of simulating physical systems, and is commonly used

in particle physics to simulate particular decays or particle behaviors within a specific

detector system. The MC used for the flavor-tagging was generated with Pythia [49] and

EvtGen [50] 1.

The pdfs are constructed from the relevant variable for that tagger. These variables are

described in the sections below. Once the pdfs are constructed, the ratio of the functions

for b and b̄ quarks is parameterized and defined as:

y =

n
∏

i=1

yi; yi =
f b̄i (xi)

f bi (xi)
, (3.2)

1Version was p17.09.06 for RunIIa and p20.05.00 for RunIIb; MC request IDs used were 42089 and 42090
for RunIIa and 44162 through 44166 for RunIIb.
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where the f bi (xi) and f b̄i (xi) are the pdfs for each discriminating variable. It is more

convenient to use a combined tagging variable in the analysis. This variable is defined as:

d =
1 − y

1 + y
(3.3)

and is used to differentiate between b and b̄ quarks. The parameter d varies between −1

and 1. An event with d > 0 is tagged as b quark and that with d < 0 as a b̄ quark,

with larger |d| values corresponding to higher tagging purities. d can also be written as a

function of the likelihood (L) for the candidate to be a B0
s or B̄0

s :

d =
L(B̄0

s ) − L(B0
s )

L(B̄0
s) + L(B0

s )
, (3.4)

where L(B0
s) is the likelihood for the event to be a B0

s , and L(B̄0
s) is the likelihood for the

event to be a B̄0
s . The likelihoods for initial-state flavor tagging are multi-dimensional,

and are functions of the discriminating variables of the tagger; the different taggers are

described in the following sections.

Additionally, d is related to the dilution of the tagger, where dilution is defined as:

D = 2η − 1, η =
Ncorrect

Ntotal
; (3.5)

η here is the purity of the sample, Ncorrect is the number of events with correct flavor tag,

and Ntotal is the total number of events.

The dilution is plotted as a function of |d| and fit with a functional form. The func-

tional form is called the calibration curve, and the OST and SST each have their own
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calibration curves. The calibration curve is what is used as input when fitting, to deter-

mine the dilution of each event.

3.3.1.1. Opposite-Side Tagging. b-quarks are nearly always produced in back-to-back

pairs at D-Zero. Therefore, when a B0
s -meson is found, a B-meson or baryon is also

produced on the opposite side of the detector. When the opposite-side B-particle decays,

the charge of the decay products can be used to determine whether the particle included

a b-quark or a b̄-quark. If it consisted of a b (b̄) quark, then the Bs meson was a B0
s (B̄0

s ),

as the signal-side of the event must have had a b̄ (b) quark. The Opposite-Side Tag (OST)

takes advantage of this correlation. It uses the charge of the decay lepton or jet, or the

sign of the total charge in a given cone around the event (the event charge).

When a muon can be reconstructed on the opposite side of the B0
s candidate, where

“opposite side” is defined as cosφ(pµ,pB) < 0.8 with φ defined as the angle between

the two momentum vectors, the muon jet charge is used as a discriminating variable

for the OST. The muon jet charge is defined as: Qµ
J =

P

i q
ipiT

P

i p
i
T

, where the sum is

taken over all charged particles on the opposite side, including the muon, in a cone of

∆R =
√

(∆φ)2 + (∆η)2 < 0.5 around the muon direction. Some events do not have a

reconstructed opposite-side muon, but do have a reconstructed electron available. In this

case, the electron jet charge is used as the discriminating variable. Similar to the muon

jet charge, the electron jet charge is defined as: Qe
J =

P

i q
ipiT

P

i p
i
T

, where the sum is taken in

the same way as in the muon case.

When neither a muon nor an electron is available on the opposite side, the event charge

is used as the discriminating variable. The event charge is defined as: QEV =
P

i q
ipiT

P

i p
i
T

. The

sum is taken over all charged particles having 0.5 < pT < 50GeV/c and cos φ(p,pB) < 0.8.
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Although no optimization of the pT cut has been made, the upper-bound is intended to

prevent a single high-pT track from solely determining the event charge.

The secondary vertex charge is also used as a discriminating variable when the sec-

ondary vertex (SV) can be reconstructed. It is defined as: QSV =
P

i(q
ipiL)0.6

P

i(p
i
L)0.6

, where the

sum was taken over all particles included in the secondary vertex and piL is the longitudi-

nal momentum of a single particle, taken with respect to the sum of all momenta of the

particles associated with the secondary vertex.

Opposite-side tagging can be used on different types of B mesons and produce the

same information about the B0
s candidate in question. The OST algorithm has been

studied and calibrated using B+ and B0 decays, on both data and MC samples. The pdfs

for opposite-side tagging were determined from real B+ → µ+νD0 events in which the B

flavor is given by the sign of the muon. When applied to B0
d events, fits to the asymmetry

distribution show values for the B0
d oscillation frequency, ∆md, to be consistent with the

world average value [6]. See Fig. 3.5 for an example. More detailed information about
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Figure 3.5. Flavor asymmetries for the B → µ+νD∗− and B → µ+νD̄0

(predominantly unmixed) samples using the combined opposite side tagger
in the tagging variable range 0.35 < |d| < 0.45.

the OST can be found in Reference [51].
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The calibration curve for the OST is given by:

D = 0.457|d|+ 2.349|d|2 − 2.498|d|3, |d| < 0.6;D = 0.6, |d| > 0.6. (3.6)

This calibration curve is from a fit to the dilution versus |d| curve shown in Figure 3.6

and was used in the previous analysis [17].
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Figure 3.6. Dilution versus |d| for the OST. The OST calibration curve is
a fit to this distribution.
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3.3.1.2. Same-Side Tagging. Same-side tagging uses information on the same “side”

of the event where the B0
s candidate is reconstructed. On the side of the event where

the B0
s is produced, there are other particles produced at the same time from quark

fragmentation. When a B0
s is produced, a fragmentation kaon is also produced, as shown

in Figure 3.7. The charge of the kaon produced indicates the flavor of the B0
s , where a

K+ corresponds to a B0
s and a K− corresponds to a B̄0

s . The same-side tagging algorithm

takes advantage of this correlation between the charge of the fragmentation particle(s)

and the flavor of the B0
s . Charge correlations in quark fragmentation products were first

observed by the OPAL experiment [52] in e+e− → Z0 → bb̄ events.
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Figure 3.7. Illustration of the fragmentation products created when a B0
s is

produced. The possible fragmentation products used for the flavor tagging
are highlighted in red and labeled “The tag”. Diagram courtesy of Sasha
Rakitin.

There are two main types of same-side taggers: single-track taggers and many-track

taggers. Single-track taggers are taggers using a single track which passes some kinematic

requirements. Many-track taggers are taggers that use an averaged quantity from all of the

tracks in the area surrounding the B0
s . For the single-track tagger, the minimum distance

between the momentum of the B meson and the tag track provides the best tagging
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information. For the many-track tagger, the best tagging information is obtained from a

pT weighted average of the charge of all the tracks in a cone defined as cosα(p,pB) > 0.8

around the B0
s momentum, where α is the angle between the track momentum vector and

the B0
s momentum (defined as p · pB/|p||pB|).

These two taggers are combined using the same combination procedure used for the

OST taggers [51], where the pdfs are constructed from semileptonic B0
s → D−

s (φπ−)µ+ν

MC and B0
s → J/ψφ MC. To ensure the validity of using MC samples for the tagging,

a cross-check was done using a B+ → J/ψK+ data sample. Since charged B mesons

do not oscillate, the flavor of the B0
s inferred from the sign of the kaon was compared

to the flavor given by the SST. A good agreement between the dilutions in data and

MC was found. Figure 3.8 shows the data comparison with MC for the combined SST

dilution in B+ → J/ψK+ decays. More detailed information about the SST can be found

in Reference [53]. The calibration curves for the SST come from the dilution versus |d|

curves shown in Figure 3.9.

3.3.1.3. The Combined Tag. To utilize all of the tagging information available, the

information from the OST, SST and event-charge tagger are combined into a single tagger,

called the Combined Tag. The OST is the combination of the tag from Reference [51] and

the event-charge tagger described earlier. The SST is the combination of the individual

single-track and many-track same-side taggers.

The Combined Tag is created by combining the OST and SST using the same com-

bination procedure as described in Reference [51]. The OST and SST pdfs are used to

calculate a single value for d, using the equation d = 1−ySST ·yOST
1+ySST ·yOST . The choice of tagger to

be used is illustrated in the flowchart shown in Figure 3.10.
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(MC).

The dependence of dilution on d for the combined SST+OST tag is shown in Fig-

ure 3.11, showing a linear relationship. For the combined tag, the tagging power εD2 =

(4.49 ± 0.88)%, which is larger than either the OST or SST tagging powers separately.

The match between data and MC of dilution versus d for the combined tag is shown in

Figure 3.12 for B± → J/ψK± decays. The same dependence is shown for B0
s → D−

s (φπ)

MC is shown for comparison. As with the SST samples, we see a good agreement between

data and MC for the B± → J/ψK± decays.

The calibration curve for the combined tag is given by:

D = 78.95|d|+ 33.90|d|2, |d| ≤ 0.6; (3.7)

D = 60.65, |d| > 0.6.

This calibration curve is from a fit to the dilution versus |d| shown in Figure 3.13.
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Figure 3.9. Dilution versus |d| for the SST, for different data and MC samples.

3.3.1.4. Special Treatment of the Bu Component Dilution. In addition to the

inclusion of SST and event charge taggers for this analysis, we use a more correct descrip-

tion of the dilution for the B+ component. A B+ can decay semileptonically with the

same final decay products as our signal; therefore, this B+ decay is treated as a signal

component, as discussed in Section 3.5.1. The SST treats the sign of the dilution for

the B+ component differently than the OST; for B0
s and B0

d , the SST and OST give the

same sign, but for Bu, they give opposite signs. This is illustrated in Figure 3.14, where
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Figure 3.10. Flowchart of combination of SST + OST. “SV” stands for
secondary vertex, and “EV” is event charge.
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Figure 3.11. Dilution versus variable |d| for the combined SST+OST tag
in semileptonic Bs MC.

the tag pion has a negative charge; in Figure 3.15, which illustrates a B0
s (or B0

d) event,

the tag has a positive charge. In order to take this into account, the SST tagging vari-

able for B+ must be redefined when the OST and SST are combined into a single tag.

When the SST is redefined, the OST and SST components cancel each other out in the

B+ component, resulting in a net dilution of about zero, as shown in Figure 3.15. For
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Figure 3.13. Dilution versus |d| for the combined tag. The combined tag
calibration curve is a fit to this distribution, shown in blue and labeled as
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|d| > 0.45 we essentially have only OST, which gives positive dilution. To ensure we do

not use a negative net dilution for |d| ≤ 0.45, we set the dilution to zero for |d| ≤ 0.45.
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The complete equation for the B+ calibration is given by:

D = 43.93|d|, |d| ≥ 0.45; (3.8)

D = 0, |d| < 0.45.
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Figure 3.14. Illustration of the fragmentation products created when a Bu

is produced. The fragmentation pion used as the tag is highlighted in red
and labeled “The tag”. Note that the charge of the pion is opposite the tag
particle for a B0

s orB0
d, indicating that the SST is defined differently for B+

decays. Diagram courtesy of Sasha Rakitin.



67

|
all

|d
0 0.5 1

Di
lu

tio
n 

(%
)

0

20

40

60

80  K (data)ψB -> J/
 K (MC)ψB -> J/

Fri Feb  8 15:53:19 2008

Figure 3.15. Dilution versus variable |d| for B± → J/ψK± events (data
and MC), illustrating the calibration curve for the B+ component. The fit
to the MC sample is used as the default B+ calibration curve.
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3.3.2. Flavor Tagging at Decay

The flavor of the B0
s at decay is determined by the charge of the decay lepton in semilep-

tonic decays. For the B0
s → D−

s µ
+νX channel, the flavor at decay is determined by the

charge of the decay muon. A µ+ indicates the meson was a B0
s at decay, while a µ− as

the decay lepton indicates the meson was a B̄0
s at decay. There are, however, B0

s decays

where a B0
s can decay to a µ− (and a B̄0

s to a µ+), and these are discussed in Section 3.5.1.

3.4. Mass Fitting Procedure

To fit the mass of our tagged and untagged samples of D−
s candidates, a double Gauss-

ian distribution is used to describe the D±
s → φπ decay, a single Gaussian distribution is

used to describe the D± → φπ decay and the background is modeled by an exponential

(see Fig. 3.16 and Fig. 3.18). The contribution of the reflection µD±(→ Kππ), where

the pion is misidentified as a kaon, is not fit from the mass distribution; this contribution

is discussed in the next section. The corresponding fit to the tagged sample is shown in

Fig. 3.17 and Fig. 3.19. The fit parameters are defined as:

• p0 — number of events in the Ds peak (right-side peak) divided by 100,

• p1 — mean of Ds peak,

• p2 — sigma of first Gaussian fit to Ds peak,

• p3 — number of events in the D± peak (left-side peak) divided by 100,

• p4 — mean of D± peak,

• p5 — sigma of D± peak,

• p6 — coefficient of the exponential background: p6 · ep7·x,

• p7 — slope of the exponential background,
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• p8 — sigma of second Gaussian fit to Ds peak,

• p9 — fraction of Ds peak fitted with first Gaussian.
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Figure 3.16. All Bs candi-
dates for the untagged sample
using RunIIa data.
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RunIIa

Figure 3.17. All Bs candi-
dates for the tagged sample
using RunIIa data and the
combined tag.
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Figure 3.18. All Bs candi-
dates for the untagged sample
using RunIIb data.
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Figure 3.19. All Bs candi-
dates for the tagged sample
using RunIIb data and the
combined tag.

A comparison of the tagged and untagged samples shows that the tagging procedure

does not significantly change the Ds peak parameters. This was true for the previous

analysis [17] as well, which confirmed this by using MC distributions for the signal events.



70

Additionally, because the event charge flavor tagger has a nearly 100% efficiency, the

difference in the mass fit parameters for the untagged and tagged samples is minimal.

The untagged mass plots are shown for illustrative purposes only, as the tagged mass

plots are of most interest for the analysis.

3.5. Unbinned Likelihood Fit Method

We use an unbinned likelihood fit method for the B0
s mixing analysis. To start, we

define the variables used, setting Lxy as the transverse decay length of the B0
s , defined

as the distance in the axial plane between the primary vertex and the µ+D−
s vertex.

A detailed description of the vertexing algorithm is given in Reference [54]. We label

P µ+D−
s

T as the B0
s transverse momentum, which we define as the vector sum of the muon

and D−
s transverse momenta. Finally, we define the measured visible proper decay length

(VPDL) as:

V PDL = xM = (Lxy · PµDs

xy )/(P µDs
T )2 ·MBs . (3.9)

We use all events with 1.72 < M(KK)π < 2.22 GeV/c2 in the unbinned likelihood

fitting procedure.

The likelihood for an event to arise from a specific source in the sample depends on the

xM , its error (σxM ), the mass of the D−
s meson candidate (m) and the predicted dilution

(dpr), where all of these quantities are known on an event-by-event basis. The pdf of each

source can be expressed by the following formula:

fi = P xM

i (xM , σxM , dpr)P
σ
xM

i Pm
i P

dpr
i . (3.10)

The functions P xM

i (xM , σxM , dpr), P
σ
xM

i , Pm
i , and P

dpr
i will be defined later.
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We considered the following sources:

• µDs(→ φπ) signal with fraction FrµDs,

• µD±(→ φπ) signal with fraction FrµD±,

• µD±(→ Kππ) reflection with fraction FrµD±

refl
, and

• combinatorial background with fraction (1 − FrµDs − FrµD± − FrµD±

refl
).

The fractions FrµDs and FrµD± were determined from the mass fit (see Figs. 3.17 and 3.19).

The total pdf for a B candidate has the form:

Fn = FrµDsfµDs + FrµD±fµD± + FrµD±

refl
fµD±

refl
+
(

1 − FrµDs − FrµD± − FrµD±

refl

)

fbkg

(3.11)

The following form is minimized using the MINUIT program:

L = −2

Ncandidates
∑

n=1

lnFn (3.12)

The pdfs for the VPDL error (Figs. 3.20, 3.21, and 3.22), mass (Figs. 3.17 and 3.19)

and dilution (Figs. 3.23 and 3.24) are taken from experimental data and are normalized

when used in the fit; additional plots of the VPDL pdfs are shown in Appendix B to

better illustrate the differences in the distributions. The signal pdfs are also used for the

µD±(→ φπ) signal and the µD±(→ Kππ) reflection. The mass pdf for the µD±(→ Kππ)

reflection was taken from a previous study [55] as an input to the fit and was given by

a Gaussian centered at 2.036 GeV/c2 with width 0.0262 GeV/c2. The fraction of the

reflection was set at the 0.6% level from the µ+D−
s signal.
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Figure 3.20. Distributions of VPDL errors for signal (left) and combinato-
rial background (right) in RunIIa data.
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Figure 3.21. Distributions of VPDL errors for signal (left) and combinato-
rial background (right) in RunIIb data.
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Figure 3.22. Distributions of VPDL errors for signal (left) and combina-
torial background (right). RunIIa data is indicated by the red dashed line,
while RunIIb is the black line; both have the event-by-event SF s for their
run period applied.
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Figure 3.23. Distributions of predicted dilution for signal (left) and com-
binatorial background (right) in RunIIa data.



74

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

100

200

300

400

500

600

hdil_os_sig
Entries  21268

Mean   0.2075

RMS    0.1612

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

100

200

300

400

500

hdil_os_bg
Entries  14633

Mean   0.2024

RMS    0.1558

Figure 3.24. Distributions of predicted dilution for signal (left) and com-
binatorial background (right) in RunIIb data.

3.5.1. pdf for µ+D−
s Signal

The µ+D−
s sample is composed mostly of Bs mesons with some contributions from Bu and

Bd mesons. Different species of B mesons behave differently with respect to oscillations.

Neutral Bd and Bs mesons do oscillate (with different frequencies) while charged Bu

mesons do not, as that would violate charge conservation. The possible contributions of

b baryons in the sample are expected to be small2 and so are neglected.

2This can be argued from the small statistics available for analyses such as the Λb lifetime [56],[57] and
the observation of the Ξb [58].
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For a given type of B hadron (i.e., d, u, s), the distribution of the visible proper decay

length x is given by:

pnoss (x,K, dpr) =
K

cτBs
exp(− Kx

cτBs
) · 0.5 · (1 + D(dpr) cos(∆ms ·Kx/c))(3.13)

poscs (x,K, dpr) =
K

cτBs
exp(− Kx

cτBs
) · 0.5 · (1 −D(dpr) cos(∆ms ·Kx/c))(3.14)

poscDsDs(x,K) =
K

cτBs
exp(− Kx

cτBs
) · 0.5 (3.15)

pnosDsDs(x,K) =
K

cτBs
exp(− Kx

cτBs
) · 0.5 (3.16)

pnosu (x,K, dpr) =
K

cτBu
exp(− Kx

cτBu
) · 0.5 · (1 −DBu(dpr)) (3.17)

poscu (x,K, dpr) =
K

cτBu
exp(− Kx

cτBu
) · 0.5 · (1 + DBu(dpr)) (3.18)

pnosd (x,K, dpr) =
K

cτBd
exp(− Kx

cτBd
) · 0.5 · (1 −D(dpr) cos(∆md ·Kx/c))(3.19)

poscd (x,K, dpr) =
K

cτBd
exp(− Kx

cτBd
) · 0.5 · (1 + D(dpr) cos(∆md ·Kx/c))(3.20)

pnos
B̄0
s→D−

s D
(x,K, dpr) =

K

cτBs
exp(− Kx

cτBs
) · 0.5 · (1 −D(dpr) cos(∆ms ·Kx/c))(3.21)

posc
B̄0
s→D−

s D
(x,K, dpr) =

K

cτBs
exp(− Kx

cτBs
) · 0.5 · (1 + D(dpr) cos(∆ms ·Kx/c))(3.22)

posc
B0
s→D−

s D
(x,K, dpr) =

K

cτBs
exp(− Kx

cτBs
) · 0.5 · (1 −D(dpr) cos(∆ms ·Kx/c))(3.23)

pnos
B0
s→D−

s D
(x,K, dpr) =

K

cτBs
exp(− Kx

cτBs
) · 0.5 · (1 + D(dpr) cos(∆ms ·Kx/c))(3.24)



76

where K = P µ+D−
s

T /PB
T , (3.25)

D(dpr) = 78.95 · |dpr| + 33.90 · |d|2, |d| ≤ 0.6, (3.26)

D(dpr) = 60.65, |d| > 0.6;

DBu(dpr) = 43.93 · |d|, |d| ≥ 0.45, (3.27)

DBu(dpr) = 0, |d| < 0.45;

(see Figs. 3.13 and 3.15 and Eqns. 3.7 and 3.8).
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Figure 3.25. VPDL distribution for the peaking background.

Here τ is the lifetime of the B hadron and K is the K factor, which reflects the

difference between the observable and true momenta of the B-hadron (see Section 3.6.2 for

a detailed description of K factors). Note that there is a sign swap in Equations 3.17–3.22

with respect to 3.13 and 3.14 due to anti-correlation of charge for muons from B → DDs;

D → µX processes.
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The translation to the measured VPDL, xM , is achieved by a convolution of the K

factors and resolution functions as specified below.

P osc, nos
(d,u,s), j(x

M , σxM , dpr) =

∫ Kmax

Kmin

dK Dj(K) · Effj(x
M)

Nj(K, σxM , dpr)
(3.28)

∫ ∞

0

dx G(x− xM , σxM ) · posc, nos(d,u,s), j(x,K, dpr).

Here G(x− xM , σxM ) =
1√

2πσxM
exp

(

−(x− xM )2

2σ2
xM

)

(3.29)

is the detector resolution of the VPDL and Effj(x) is the reconstruction efficiency for a

given decay channel j of this type of B meson as a function of VPDL. The function Dj(K)

gives the normalized distribution of the K-factor in a given channel j. The normalization

factor Nj is calculated by integration over the entire VPDL region:

Nj(K, σxM , dpr) =

∫ ∞

−∞
dxM Effj(x

M)

∫ ∞

0

dx G(x− xM , σxM ) (3.30)

·
(

posc(d,u,s), j(x,K, dpr) + pnos(d,u,s), j(x,K, dpr)
)
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The total VPDL pdf for the µ+D−
s signal is a sum of all the contributions which give

the Ds mass peak:

P osc, nos
µDs

(xM , σxM , dpr) =

(

∑

j

Brj · P osc, nos
d, j (xM , σxM , dpr) (3.31)

+
∑

j

Brj · P osc, nos
u, j (xM , σxM , dpr)

+
∑

j

Brj · P osc, nos
s, j (xM , σxM , dpr)

)

·(1 − Frpeak) + Frpeak · P osc, nos
peak (xM )

Here the sum
∑

j is taken over all decay channels B → µ+νD−
s X and the Brj is

the branching rate of a given channel j. In addition to the long-lived B candidates,

there is a contribution of the “peaking background” which consists of combinations of

Ds mesons and muons originating from different c or b quarks. The direct c production

gives the largest contribution to this background; therefore the function P osc, nos
peak (xM ) was

determined from cc̄ MC (see Fig. 3.25). We assume that this background is not sensitive

to tagging. The same pdf was used in Reference [51] for studies of Bd mixing.

The branching rates Brj were taken from the Particle Data Group (PDG) [6] and are

listed in Appendix A. The functions Dj(K) were taken from MC simulations. Uncertain-

ties in all of these inputs will contribute to the systematic uncertainties and are discussed

in Section 4.1.

The B meson lifetimes and efficiencies Effj(x) are highly correlated. Previously, the

efficiencies determined using MC did not take into account the trigger selection and there-

fore gave biased measurements of the B meson lifetimes. We now use MC efficiencies with



79

the trigger efficiency applied; details are given in the next section. Note that ∆ms mea-

surements are not directly influenced by the lifetime; the uncertainty on the B0
s lifetime

in Ref. [59] is about 0.01ps which is much less than the uncertainty on ∆ms measure-

ments and so has minimal impact on the result. Therefore, we measure the B0
s lifetime

in data using the MC efficiencies and include the deviation from the PDG value in the

systematics.

3.5.2. pdf for Combinatorial Background

The following contributions to the combinatorial background were considered:

(1) Prompt background with the µ+D−
s vertex coinciding with the primary vertex

(described as a Gaussian with a width determined by the resolution; fraction in

the background: F0). The resolution scale factor for this background is different

from the signal resolution scale factor. The scale factor is a free fit parameter,

sbkg. This background is caused by a fake secondary vertex, or a secondary vertex

of unknown origin, combined with a muon originating from the primary vertex.

(2) Background with quasi-vertices distributed around the primary vertex (described

as a Gaussian with constant width σpeak bkg; fraction in the background: Fpeak bkg).

This background is produced from direct cc̄ production where one of the c quarks

decays to a muon and the other produces three or more displaced tracks.

(3) Long-lived background (exponential with constant decay length cτbkg convoluted

with the resolution). This background was divided into three subsamples:

(a) insensitive to the tagging (fraction in the long-lived background: (1−Ftsens));
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(b) sensitive to the tagging and non-oscillating (fraction in the background sen-

sitive to the tagging: (1 − Fosc));

(c) sensitive to the tagging and oscillating with frequency ∆md (fraction in the

background sensitive to the tagging: Fosc).

The long-lived backgrounds come from either indirect cc̄ production where one of the c

quarks decays to a muon (insensitive to the flavor tagging), or B decays that are not

µ+D−
s (sensitive to the flavor tagging).

The fractions of these contributions and their parameters were determined from the

data sample. The background pdf was expressed in the following form:

Pbkg(x
M , σxM ,D) =

(

Fpeak bkgG(xM , σpeak bkg) (3.32)

+(1 −Fpeak bkg) · P res
bkg (x

M , σxM )
)

,

P res
bkg (x

M , σxM ,D) =
Eff(xM)

N

∫ ∞

0

dx
(

F0G(x− xM , sbkgσxM )δ(x)

+(1 −F0)G(x− xM , σxM ) · plongbkg

)

,

p
long,osc/nos
bkg (x,D) = e

„

− x
cτbkg

«

((1 − Ftsens) + Ftsens ((1 ±D)(1 −Fosc)

+(1 ±D cos (∆md · x/c)) · Fosc)) ,

where fit parameters were Fpeak bkg, σpeak bkg, F0, Ftsens, Fosc and cτbkg. As an efficiency

Eff(xM), the efficiency for the Bd → D±µν channel was used.
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3.6. Inputs to the Fit

3.6.1. Muon Trigger Efficiency Curves

The data sample used for this analysis has no specific trigger requirements. As mentioned

in Section 2.2.7, different triggers have different prescales and efficiencies at different pT .

Studies were done [60],[61], using both RunIIa and RunIIb data, to account for these

behaviors across pT . Distributions of triggered events were divided by unbiased events to

create the trigger efficiency curve. These curves were then fitted to obtain the reweighting

functions for RunIIa and RunIIb data.

The reweighting curves are shown in Figure 3.26, with RunIIa on the left and RunIIb

on the right. There are a large number of curves, each one depending on a different set

of background reduction cuts. The very central curve of each distribution is used as the

default curve, and is applied to the sample composition and K factor distributions. The

trigger efficiencies are different in RunIIa and RunIIb, as can be seen in Figure 3.26. The

RunIIb efficiency has a sharper turn-on and plateaus at lower pT than the RunIIa curve.

Note that the variation in the efficiency curve for RunIIa and RunIIb is taken into account

in the systematics, described in Section 4.1.

3.6.2. K Factor

There is an undetected neutrino in all semileptonic B decays, which makes a precise

determination of the B momentum impossible. There can also be other undetected neutral

or unreconstructed charged decay particles. These missing particles cause a bias in the B

momentum, which is calculated from reconstructed particles, towards smaller values. To

correct for the missing momentum, the B momentum is scaled by a scaling factor called
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Figure 3.26. The trigger turn-on curves. RunIIa is on the left and RunIIb
on the right. Each color represents a different selection cut combination;
the central curve is used as the default.

a K factor. The K factor is estimated using a MC sample, and is defined as:

K = pT (µ+D−
s )/pT (B0

s ), (3.33)

where pT is the transverse momentum. Because the K factors are defined as the ratio of

pT s, they can exceed unity.

A number of improvements to the K factors have been made since the previous B0
s mix-

ing result in Reference [17], and are explained in detail in Reference [62]. Previously, the

reconstructed value of pT was used; now, the generator-level information is used. This

introduces only a minimal bias and has the advantage of allowing large-statistics MC sam-

ples to be produced much more quickly. The higher statistics allow finer binning in both

m(D−
s ) and K factor, which in turn allows the elimination of the (previously necessary)

systematic to account for the large bins used in previous B0
s mixing studies.



83

Following Equation 3.33, the K factors are constructed for each of the ten channels

described in Section 3.6.3, after the lifetime cuts have been applied3. Additionally, the

muon trigger efficiency curves [60],[61] were applied.

K factor distributions for B0
s → D−

s µ
+ν and B0

s → D∗−
s µ+ν → D−

s µ
+ν decays are

shown in Figure 3.27. The D∗−
s K factors have a lower mean value than the D−

s K factors

since fewer decay products are reconstructed.

K Factor
0.2 0.4 0.6 0.8 1 1.2 1.4

Ev
en

ts
/(0

.0
25

 u
ni

ts
)

0

500

1000

1500

2000

2500

3000

3500 ν+µ*-
s D→0

sB

ν+µ-
s D→0

sB

Figure 3.27. K factors for B0
s → µ+νD−

s (mean = 0.856, RMS = 0.153)
and B0

s → µ+νD∗−
s → µ+νD−

s (mean = 0.825, RMS = 0.138) processes
after the application of the p17 muon trigger turn-on curve.

The K factors are dependent upon the mass m(µ+D−
s ). This dependence, for signal

B0
s → D−

s µν decays, is shown in Figure 3.28. The same dependence for B0
s → µ+νD∗−

s →

µ+νD−
s decays is shown in Figure 3.29. The figures show that the K factor distributions

are narrower for larger m(µ+D−
s ) values, since more of the momentum is carried by the

reconstructed µ+D−
s system. This variation in K factor width is exploited in the K factor

3Studies by Sergey Burdin and Wendy Taylor have shown that the lifetime cuts do not bias the K factors.
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Figure 3.28. K factor versus
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for B0

s → µ+D−
s ν decays af-

ter the application of the p17
muon trigger turn-on curve.
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Figure 3.29. K factor ver-
sus mass(µ+D−

s ) for B0
s →

µ+νD∗−
s → µ+νD−

s decays af-
ter the application of the p17
muon trigger turn-on curve.

construction. The K factors used in this analysis are divided into ten bins of µ+D−
s mass,

whereas the previous analysis used only four mass bins. The range of the ten mass bins

is given in Table 3.2, and an example of the K factors in each of the ten mass bins for

RunIIa data is given in Figure 3.30 for the decay B0
s → µ+D−

s ν and in Figure 3.31 for

the decay B0
s → µ+νD∗−

s → µ+νD−
s .

Table 3.2. Mass(µ+D−
s ) Bins

bin 1 mass(D−
s µ

+) ≤ 2.95 GeV/c2

bin 2 2.95 < mass(D−
s µ

+) ≤ 3.20 GeV/c2

bin 3 3.20 < mass(D−
s µ

+) ≤ 3.45 GeV/c2

bin 4 3.45 < mass(D−
s µ

+) ≤ 3.70 GeV/c2

bin 5 3.70 < mass(D−
s µ

+) ≤ 3.95 GeV/c2

bin 6 3.95 < mass(D−
s µ

+) ≤ 4.20 GeV/c2

bin 7 4.20 < mass(D−
s µ

+) ≤ 4.45 GeV/c2

bin 8 4.45 < mass(D−
s µ

+) ≤ 4.70 GeV/c2

bin 9 4.70 < mass(D−
s µ

+) ≤ 4.95 GeV/c2

bin 10 mass(D−
s µ

+) > 4.95 GeV/c2
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Figure 3.30. K factor versus m(D−
s µ

+) for B0
s → µ+νD−

s decays after the
application of the p17 muon trigger turn-on curve. The plots show the K
factor distribution in each of the ten µ+D−

s mass bins, from the lowest-mass
bin in the upper-left corner to the highest-mass bin in the lower-right corner.

The K factor distributions for each of the ten channels listed in Section 3.6.3 were used

as inputs to the fit. The distributions used were in a two-dimentional histogram form for

each of the probability equations given in Equations 3.13 – 3.23, in ten bins of m(D−
s µ)

and ninety-six K factor bins. Since RunIIa and RunIIb data utilize different muon trigger

efficiency curves and MC versions, separate K factor distributions were constructed for

the two data collection periods.
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Figure 3.31. K factor versus m(D−
s µ

+) for B0
s → µ+νD∗−

s → µ+νD−
s de-

cays after the application of the p17 muon trigger turn-on curve. The plots
show the K factor distribution in each of the ten µ+D−

s mass bins, from
the lowest-mass bin in the upper-left corner to the highest-mass bin in the
lower-right corner.

3.6.3. Sample Composition

The following ten B meson decay channels were considered in the determination of the

sample composition of the D−
s µ sample:

• B0
s → µ+νD−

s ;

• B0
s → µ+νD−

s
∗ → µ+νD−

s ;

• B0
s → µ+νD∗−

s0 → µ+νD−
s ;
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• B0
s → µ+νD

′−
s1 → µ+νD−

s ;4

• B0
s → τ+νD−

s X, τ → µνν;

• B0
s → D+

s D
−
s X;D−

s → µνX;

• B0
s → D−

s DX;D → µ+νX;

• B̄0
s → D−

s DX;D → µ+νX;

• B+ → DD−
s X;D → µνX;

• B0 → DD−
s X;D → µνX.

To determine the branching fractions of contributing decays, the most recent PDG

values [6] were used when available. For branching fractions not listed in the PDG,

EvtGen [50] inputs were used. The branching fractions and their origins are listed in

Appendix A.

To estimate the sample composition uncertainty, each branching fraction used was

varied by its uncertainty. The maximum deviation that resulted in the sample composition

was used as the sample composition uncertainty. Note that we did not take into account

the MC statistical uncertainty. For the DD branching fractions that were estimated from

EvtGen, a 25% relative uncertainty was used [63]. Variations in the signal B0
s → D−

s µ
+νX

branching fractions were not computed, as the variation of the respective K factors already

takes this into account. It should be noted that for most contributions, varying the signal

branching fraction within its uncertainty of (7.9 ± 2.4)% causes the maximum deviation

in the sample composition; this is taken into account in the systematics.

In previous B0
s mixing studies, the sample composition systematics included a study

of the sensitivity to the muon pT . However, since the muon trigger turn-on curves are

4Note that the D
′
−

s1 state corresponds to the D−

s1(2460) state in the PDG.
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p17 Sample Composition for the 10 mass(Dsµ) bins

bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8 bin 9 bin 10
B̄0

s → D+
s µX 10.5% 14.8% 16.8% 18.5% 20.4% 22.5% 25.6% 30.3% 37.% 54.6%

B̄0
s → D∗+

s µX 47.3% 59.6% 64.6% 66.9% 67.6% 68.4% 68.% 66.% 61.5% 45.2%

B̄0
s
→ D∗+

s0
µX 1.2% 1.6% 1.7% 1.8% 1.8% 1.7% 1.4% 1.0% 0.6% 0.1%

B̄0
s
→ D+

s1µX 2.4% 2.7% 3.2% 3.9% 4.5% 4.5% 3.8% 2.2% 0.8% 0.1%
B̄0

s
→ D+

s
τX 3.3% 2.0% 1.3% 0.7% 0.4% 0.2% 0.1 % 0.0% 0.0% 0.0%

B̄0
s
→ D+

s
D−

s
X 1.2% 1.1% 1.0% 0.8% 0.6% 0.4% 0.3% 0.3% 0.2% 0.0%

B̄0
s
→ D+

s
D−X 3.7% 1.1% 0.3% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

B0
s
→ D+

s
D−X 3.6% 1.3% 0.5% 0.2% 0.1% 0.1% 0.0% 0.0% 0.0% 0.0%

B+ → D+
s D−X 11.3% 6.5% 4.5% 3.2% 2.0% 1.1% 0.4% 0.1% 0.0% 0.0%

B0 → D+
s D−X 15.6% 9.2% 6.0% 4.0% 2.5% 1.3% 0.5% 0.1% 0.0% 0.0%

Table 3.3. Contributions of each decay chain to the total B0
s signal, for each

mass(D−
s µ

+) bin for p17

now included in the construction of the sample composition, this dependence is already

accounted for.

Using the ten m(D−
s µ) mass bins defined for the K factors in Table 3.2, the fractional

contribution of each decay to the total B0
s signal was determined using the equation:

F i
binj =

f ij · F i

∑

i(f
i
j · F i)

, (3.34)

where F i
binj is the fraction of the total events in the jth bin of the ith decay chain, f ij is

the fraction of events from the ith decay chain that fall into the jth bin, and F i is the

overall (unbinned) contribution of the ith decay chain to the total signal. The sample

composition for the ten bins of mass(D−
s µ

+) is given for RunIIa in Table 3.3 and for

RunIIb in Table 3.4.
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p20 Sample Composition for the 10 mass(Dsµ) bins

bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8 bin 9 bin 10
B̄0

s → D+
s µX 8.6% 13.2% 15.3% 17.2% 19.5% 21.5% 24.6% 29.5% 36.3% 53.6%

B̄0
s → D∗+

s µX 39.8% 54.9% 61.6% 64.8% 66.5% 68.2% 68.5% 66.7% 62.1% 46.1%

B̄0
s
→ D∗+

s0
µX 1.1% 1.6% 1.8% 1.9% 1.9% 1.8% 1.5% 1.1% 1.0% 0.2%

B̄0
s
→ D+

s1µX 1.9% 2.3% 2.8% 3.6% 4.2% 4.3% 3.6% 2.1% 0.7% 0.1%
B̄0

s
→ D+

s
τX 4.6% 3.0% 2.0% 1.2% 0.6% 0.3% 0.1% 0.0% 0.0% 0.0%

B̄0
s
→ D+

s
D−

s
X 1.2% 1.2% 1.0% 0.9% 0.7% 0.5% 0.4% 0.3% 0.2% 0.0%

B̄0
s
→ D+

s
D−X 5.4% 1.8% 0.5% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

B0
s
→ D+

s
D−X 5.2% 2.0% 0.8% 0.4% 0.2% 0.1% 0.1% 0.0% 0.0% 0.0%

B+ → D+
s D−X 13.6% 8.4% 6.1% 4.4% 2.8% 1.5% 0.5% 0.1% 0.0% 0.0%

B0 → D+
s D−X 18.6% 11.7% 8.1% 5.6% 3.5% 1.8% 0.7% 0.2% 0.0% 0.0%

Table 3.4. Contributions of each decay chain to the total B0
s signal, for each

mass(D−
s µ

+) bin for p20

3.6.4. Reconstruction Efficiencies

MC samples were used to determine the reconstruction efficiency of each contribution in

the B0
s sample, for both RunIIa and RunIIb data. The reconstruction efficiency is very

dependent upon the decay length; this is because of the lifetime-biased selections of the

sample5. The reconstruction efficiencies are calculated as a function of the reconstructed

VPDL and fitted with the function:

Eff(xM) = p0 · (1 − (p2 + p3 · xM + p4 · (xM)2 + p5 · (xM)3) · exp(−(xM )2/p1)). (3.35)

This choice of fitting function allows an analytical determination of the normalization

integral in Equation 3.31.

Figures 3.32 and 3.33 show the efficiency as function of VPDL for the decay Bs →

µ+νD−
s X, for RunIIa and RunIIb respectively. All semileptonic modes were considered

together.

5These are the IP significance cuts and D−

s
decay length cut in Section 3.2; additionally, the inclusion of

events biased by impact parameter biasing triggers is discussed in Section 4.2.2
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Figure 3.32. Efficiency as a
function of VPDL for Bs →
µ+νD−

s X in RunIIa.
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Figure 3.33. Efficiency as a
function of VPDL for Bs →
µ+νD−

s X in RunIIb.
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Figure 3.34. Efficiency as a
function of VPDL for Bs →
D+
s D

−
s X in RunIIa.
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Figure 3.35. Efficiency as a
function of VPDL for Bs →
D+
s D

−
s X in RunIIb.

Figures 3.34 and 3.35 show the efficiency as function of VPDL for the decay Bs →

D+
s D

−
s X,D

−
s → µνX for RunIIa and RunIIb data respectively.

Figures 3.36 and 3.37 show the efficiency as function of VPDL for the decay Bs →

DD−
s X;D → µ+νX for RunIIa and RunIIb data respectively. Additionally, the B̄0

s →

DD−
s X,D → µ+νX decay contributes, and its reconstruction efficiency for RunIIb is
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shown in Figure 3.38. For RunIIa, it was decided the efficiency in Figure 3.36 would be

used for both the B0
s and B̄0

s decays.
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Figure 3.36. Efficiency as a
function of VPDL for Bs →
DD−

s X;D → µνX for
RunIIa.
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Figure 3.37. Efficiency as a
function of VPDL for Bs →
DD−

s X;D → µνX for
RunIIb.
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Figure 3.38. Efficiency as a
function of VPDL for B̄0

s →
DD−

s X;D → µνX for
RunIIb.
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Figure 3.39. Efficiency as a
function of VPDL for B0 →
DD−

s X;D → µνX for
RunIIa.
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Figure 3.40. Efficiency as a
function of VPDL for B0 →
DD−

s X;D → µνX for
RunIIb.
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Figure 3.41. Efficiency as a
function of VPDL for B− →
DD−

s X;D → µνX for
RunIIa.
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Figure 3.42. Efficiency as a
function of VPDL for B− →
DD−

s X;D → µνX for
RunIIb.

Figures 3.39 and 3.40 show the efficiency as function of VPDL for the decay B0 →

DD−
s X;D → µνX for RunIIa and RunIIb respectively. The RunIIa and RunIIb re-

construction efficiencies for the charged decay B− → DD−
s X;D → µνX are shown in

Figures 3.41 and 3.42, respectively. Finally, Figures 3.43 and 3.44 show the efficiency as

function of VPDL for the decay B0
s → τD−

s X, where τ → µ, for RunIIa and RunIIb
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Figure 3.43. Efficiency as a
function of VPDL for B0

s →
τD−

s X, where τ → µ for
RunIIb.
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Figure 3.44. Efficiency as a
function of VPDL for B0

s →
τD−

s X, where τ → µ for
RunIIb.

respectively. The tau decay efficiencies were not available in the previous analysis; these

efficiencies represent an additional improvement to the analysis.

From all of these figures, the improvement in RunIIb reconstruction efficiency can

easily be seen. The reconstruction efficiency in RunIIb at zero VPDL is greater than in

the RunIIa distributions, and is due to the additional layer of silicon, LayerØ, installed

at the beginning of the collection of the RunIIb data.

3.6.5. Resolution Scale Factor

For the RunIIa data, an event-by-event scale factor (SF ) was used to scale the esti-

mated impact parameter uncertainty from the tracking algorithm to the actual impact

parameter uncertainty, as the tracking usually underestimates this uncertainty. Detailed

information on the method used to obtain the event-by-event scale factor can be found

in Reference [64]. For the RunIIb data, a similar event-by-event scale factor was used,
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Lifetime Fit Parameters for RunIIa and RunIIb

RunIIa RunIIb
Fpeak bkg 0.0142 ± 0.0033 0.1553 ± 0.0022
σpeak bkg 92.73 ± 7.78 µm 100.14 ± 1.36 µm

F0 0.1417 ± 0.0039 0.0 ± 0.0046
sbkg 1.8256 ± 0.0152 2.2141 ± 0.0251
cτbkg 642.94 ± 2.82 µm 596.33 ± 2.96 µm
Fpeak 0.0171 ± 0.0024 0.0245 ± 0.0029
Ftsens 0.8654 ± 0.1296 0.6026 ± 0.1342
Fosc 0.3273 ± 0.0784 0.3471 ± 0.1369
cτBs 456.54 ± 3.79 µm 452.06 ± 3.99 µm

Table 3.5. Lifetime fit parameters for RunIIa and RunIIb

but grouped tracks into 16 categories, as opposed to the nearly 400 categories used in the

RunIIa event-by-event scale factor.

The event-by-event scale factors were applied during the final signal selection. If the

scale factors correctly scaled the VPDL for each event, the width of a pull distribution

of J/ψ → µ+µ− events should be exactly one. This would indicate that the now scaled

uncertainties assigned to the vertex coordinates were correct. The pull distributions

widths were checked and used for the estimation of systematic uncertainty on the decay

length. The pull distributions, as well as more information on the systematic uncertainty

is described in Section 4.1.2.

3.7. Lifetime and Asymmetry

The total tagged data sample was used to determine the following parameters, sum-

marized in Table 3.5 in RunIIa and RunIIb.

Distributions of event VPDL are shown in Figures 3.45 and 3.46 using the optimal fit

parameters in the fitting function, for RunIIa and RunIIb respectively.



95

h1
Entries  39387
Mean    0.064
RMS    0.06508

-0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

1

10

210

310

h1
Entries  39387
Mean    0.064
RMS    0.06508

RunIIa sig h1
Entries  22587
Mean   0.06227
RMS    0.06746

-0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

1

10

210

310

h1
Entries  22587
Mean   0.06227
RMS    0.06746

RunIIa bkg

Figure 3.45. Distribution of RunIIa events on VPDL in signal peak region
(1.92 < MDs < 2.02 GeV) (left) and sidebands (1.72 < MDs < 1.77 GeV
and 2.17 < MDs < 2.22 GeV) (right). Points represent experimental data;
the line is the fitting function.
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Figure 3.46. Distribution of RunIIb events on VPDL in signal peak region
(1.92 < MDs < 2.02 GeV) (left) and sidebands (1.72 < MDs < 1.77 GeV
and 2.17 < MDs < 2.22 GeV) (right). Points represent experimental data;
the line is the fitting function.

3.8. Fit for ∆ms

The final step in the analysis is to perform fits of the B0
soscillation frequency, ∆ms.

The standard method for setting limits on a mixing frequency is called the amplitude fit

method [65]. The VPDL distribution of a given Bq hadron, where q = d, s, is given by
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the equation:

pnoss (x) =
K

cτBq
exp(− Kx

cτBq
) · 0.5 · (1 + A · D cos(∆mq ·Kx/c)) (3.36)

poscs (x) =
K

cτBq
exp(− Kx

cτBq
) · 0.5 · (1 −A · D cos(∆mq ·Kx/c)) (3.37)

where τBq is the lifetime of the Bq meson and K is the K factor. A fit parameter, A, is

added to the probability equation as shown above.

3.8.1. The Amplitude Method

For a given input value of ∆ms, we fit for A. The values of A obtained from the fit are

plotted as a function of oscillation frequency ∆ms. For the “true” value of the B0
s oscilla-

tion frequency, the amplitude A should be equal to 1. The amplitude should give zero for

any non-“true” value of ∆ms. If a scan across values of ∆ms does not give an amplitude

peak at 1, then a lower limit on ∆ms can easily be set.

The limit on ∆ms is determined from calculating the likelihood that a fitted value

of the amplitude could fluctuate to A = 1. The limit is the lowest value of ∆ms that

gives Adms + 1.645σdms = 1. In addition, a value of “sensitivity” can be set using the

amplitude method. The sensitivity is based on the probability that for a non-“true”

value of ∆ms, the amplitude could fluctuate to A = 1. The sensitivity is set at the

lowest value of ∆ms for which 1.645 σ∆ms = 1, resulting in a 95% CL, where σ∆ms is the

uncertainty on the value of A at the point ∆ms. The method is able to probe the range

of ∆ms frequencies up to the sensitivity, but can make no claims about frequency values

above the determined sensitivity.
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The ability to set a lower limit on ∆ms and the ease with which results from many

analyses can be combined for world averages are the two main advantages of using the

amplitude method. However, since the method was created mainly for the purposes of

setting limits, it is not the preferred method for determining a measured value of an

oscillation frequency. For this, the standard is to use a log-likelihood scan of ∆ms.

3.8.2. Negative Log-likelihood Determination of ∆ms

The second method used for fitting for ∆ms is a negative log-likelihood scan of the oscil-

lation frequency. This can be done in two ways. First, the amplitude values obtained for

each ∆ms value in the above method can be converted into log-likelihood values. Second,

the log-likelihood can be computed directly for each ∆ms by fitting for log-likelihood

rather than for amplitude. The first technique has been used for this analysis. The

amplitude is converted into a log-likelihood value through the equation:

−∆logL =
1 − 2A

2σ2
A

(3.38)

By plotting the negative log-likelihood values versus ∆ms and fitting for the minimum,

we obtain the measured value of ∆ms. The significance of the result can be determined

from the depth of the log-likelihood. Similarly to the amplitude method, the sensitivity

of the log-likelihood is determined by the range of ∆ms for which the log-likelihood has

a parabolic minimum. The analysis has no sensitivity to ∆ms values at and above the

point at which the log-likelihood flattens.
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As a reminder, the previous result [17] of this analysis obtained a 95% confidence level

limit of ∆ms = 14.8 ps−1 and a sensitivity of 14.1 ps−1, with statistical and systematic

errors included.
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CHAPTER 4

Results

An amplitude scan was performed on both the RunIIa and RunIIb data, and the

results are shown in Figures 4.1 and 4.2 with statistical errors only. These results have

greatly improved upon the previous work [17], as we have included the improved K factors

and sample compositions which both have the muon trigger turn-on curves applied, used

the most recent PDG results for the D−
s D

+
s branching fraction as input, have separate

contributions from B0
s → D−

s D and B̄0
s → D−

s D, updated the MC version used for the

RunIIa efficiencies as well as adding τ efficiencies for both run periods, and added more

data. Additionally, the K factor distributions are based on much higher MC statistics,

allowing finer binning in both K factor and m(D−
s µ). The initial-state flavor-tagging has

been greatly improved with the implementation of the SST and Event Charge taggers,

as well as the separate dilution calibration for the B+ component. Finally, the decay

length resolution understanding has been improved by the creation and implementation

of event-by-event scale factors for both the RunIIa and RunIIb data.

Figure 4.3 shows the dependence of the parameter A and its error on the ∆ms for the

RunIIa data. A 95% confidence level limit on the oscillation frequency ∆ms > 14.4 ps−1

and sensitivity 18.7 ps−1 were obtained with statistical and systematic errors included.

Figure 4.4 shows the dependence of the parameterA and its error on the ∆ms for the

RunIIb data. A 95% confidence level limit on the oscillation frequency ∆ms > 16.0 ps−1
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and sensitivity 20.3 ps−1 were obtained with statistical and systematic errors included. A

detailed description of the systematic uncertainty studies is given below in Section 4.1
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Figure 4.1. B0
s oscillation amplitude with statistical errors for RunIIa data.

4.0.3. Combined Result

We computed a weighted average of the RunIIa and RunIIb results to get a single final

result. The amplitude scan for the combination, with statistical errors only, is shown

in Figure 4.5. We obtained a 95% confidence level limit on the oscillation frequency

∆ms > 15.7 ps−1 and a sensitivity of 23.2 ps−1. The final combined result, with statistical

and systematic uncertainties included, is shown in Figure 4.6. The limit obtained is

∆ms = 23.2 ps−1 with a sensitivity of ∆ms = 23.0 ps−1.
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Figure 4.2. B0
s oscillation amplitude with statistical errors for RunIIb data.

Figure 4.7 shows the dependence of the likelihood L (Eq. 3.12) on ∆ms with the

assumption that the amplitude A = 1, using RunIIa and RunIIb data. The minimum is

at ∆ms = 18.86 ps−1.

4.1. Systematic Uncertainties

We expect the following to contribute to the systematic uncertainty of the limit:

• Dilution

• Resolution

• Trigger Efficiency

• Sample composition

• K factor
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Figure 4.3. B0
s oscillation amplitude with statistical and systematic errors

for RunIIa data.

• Efficiency

In addition, we vary all of the parameters from the lifetime fit within errors, take into

account the statistical fluctuation of the number of D−
s candidates, and vary the reflection

candidates by 100%, or 0% to 1.4% of the B0
s candidates. A 1.4% reflection contribution

nearly reaches the 1.5% maximum reflection contribution found in the study in Refer-

ence [66].

The contribution to the systematic error from the uncertainties of the input fit pa-

rameters can be estimated using the formula [65]:

σsysA = ∆A + (1 −A)
∆σA
σA

(4.1)
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Figure 4.4. B0
s oscillation amplitude with statistical and systematic errors

for RunIIb data.

4.1.1. Dilution

The systematic uncertainty due to the dilution calibrations were taken from the ±1σ

curves in Figure 4.8 for the B0
s dilution calibration. The B+ dilution calibration systematic

uncertainty is taken from the ±1σ curves shown in Figure 4.9. The default B+ dilution

calibration is taken from the p17 MC sample, and the systematics curves are chosen to

cover the spread between the MC and data samples shown.
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Figure 4.5. B0
s oscillation amplitude with statistical errors for combined

RunIIa and RunIIb data.

The calibration curve used for the B0
s dilution systematic was:

D(dpr + 1σ) = 45.28 · |dpr|2 + 80.03 · |dpr|, |dpr| ≤ 0.6, (4.2)

D(dpr + 1σ) = 66.47 · |dpr|, |dpr| > 0.6;

D(dpr − 1σ) = 22.52 · |dpr|2 + 77.87 · |dpr|, |dpr| ≤ 0.6,

D(dpr + 1σ) = 54.83 · |dpr|, |dpr| > 0.6.
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Figure 4.6. B0
s oscillation amplitude with statistical and systematic errors

for combined RunIIa and RunIIb data.

The calibration curve used for the B+ dilution systematic was:

DBu(dpr + 1σ) = 54.80 · |dpr|, |dpr| ≥ 0.45; (4.3)

DBu(dpr − 1σ) = 33.06 · |dpr|, |dpr| ≥ 0.45.

4.1.2. Resolution

For RunIIa data, a pull plot was produced using J/ψ data. The negative tail of the

distribution was fitted with a double-gaussian, as shown in the left plot of Figure 4.10.

The systematic error for the resolution was calculated by using the two scale factors from
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Figure 4.7. Negative log-likelihood versus ∆ms with statistical errors only
for combined RunIIa and RunIIb data.
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Figure 4.8. The systematic curves for the B0
s dilution calibration, indicated

by the dashed-blue lines with the default calibration as the solid blue line.

the J/ψ pull distribution in the fit, instead of the default single scale factor of 1 (since

we use event-by-event scale factors in RunIIa).

For RunIIb data, the systematic uncertainty due to the resolution was calculated in

a similar way. Again, a J/ψ pull distribution was produced and the negative tail fit with
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Figure 4.9. The ±1σ curves for the Bu dilution systematic are indicated
by the dashed-blue lines with the default calibration as the solid blue line.

a double-gaussian, as shown in the right plot of Figure 4.10. The systematic uncertainty

for the resolution was calculated by using the two resulting scale factors in the fit, instead

of a single scale factor of 1.

4.1.3. Sample Composition

In addition to the variations in sample composition due to the trigger efficiency curves, the

signal µ+D−
s contribution was varied within its uncertainty. As mentioned in Section 3.6.3,

varying the signal branching fraction within errors causes the maximum deviation in the

sample composition, for most contributions. For the systematic, the signal contribution

was varied from the default value of 7.9% to 5.5%.
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Figure 4.10. Pull of J/ψ vertex distribution with respect to the primary
vertex: V PDLJ/ψ/σPDLJ/ψ for RunIIa on the left and RunIIb on the right,
after the application of the event-by-event scale factors. For RunIIa, the
fit of two gaussians to the negative tail of the pull distribution gives two
resolution scale factors, SF = 0.8584 ± 0.0142 for 75.7% of the events
and SF = 1.605 ± 0.061 for the remainder; for RunIIb, a similar fit gives
SF = 0.9002± 0.0299 for 84.7% of the events and SF = 1.84± 0.22 for the
remainder.

4.1.4. K Factor

The K factor systematic due to the variation in the trigger efficiency curves has been

discussed above. Additionally, a ±2% variation in the K factor was computed and used as

systematic input. The choice of a 2% variation originated from studies done by Guennadi

Borissov, Sergey Burdin, and Andrei Nomerotski [67]. For this analysis in particular, there

are three possible sources (in addition to the trigger efficiency) of systematic uncertainty

for the K factors, as follows:

• momenta differences using generator-level information versus reconstructed mo-

mentum (1.2%) [62],

• dependence of the K factor on the B momentum (2% in Ref. [67]), and
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• using EvtGen values for relative B0
s → µ+D−

s signal decays where PDG values

are unavailable (2.1% as the worst-case).

Wendy Taylor has performed a number of studies regarding the K factor systematic un-

certainties. The 2% variation attributed to the K factor dependence on the B momentum

is now considered conservative, because K factors are now binned in m(µ+D−
s ) and it has

been shown that there is a flat dependence of the K factor on pT (µ+D−
s ). Additionally,

while the studies in Reference [62] showed that differences in RMS values of the K fac-

tor distributions can lead to variations in the K factor of greater than 2%, it has been

shown [68] that this does not impact the resolution of the B0
s transverse momentum.

4.1.5. Trigger Efficiency

A systematic is included to account for the variation in trigger efficiency curves that were

applied to the sample composition and K factor distributions. Figure 3.26 shows all of the

possible efficiency curves for RunIIa and RunIIb. As mentioned previously, the central

curve of each distribution was used as the default.

For the systematic, the uppermost and lowermost trigger efficiency curves were used

as inputs to the sample composition and K factor distributions to create two additional

sets of distributions; one for the uppermost efficiency curve and one for the lower most.

The ∆ms fit was redone using these variations in sample composition K factors. The

resulting systematics are included in the final result.
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4.1.6. Efficiency

To check for a possible bias of the ∆ms measurement due to the efficiency parameterization

a study was performed with a p20 signal MC sample. The oscillation frequency was fixed

to 19 ps−1. First, we removed all of the lifetime-biasing selection cuts so the efficiency is

flat as a function of VPDL. The likelihood scan corresponding to this case is shown in

Figure 4.11 as the blue dots. Next we apply the default efficiency parameterization (from

MC after applying lifetime cuts) in our likelihood minimization functions on the events

where no lifetime-biasing selection cuts were used. The corresponding likelihood scan is

shown in red in Figure 4.11.

Figure 4.11. Likelihood scans using a flat efficiency function (blue) and the
default efficiency (red) versus VPDL using events without lifetime biasing
selection cuts.
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For an efficiency systematic, we take half of the difference between these two curves

and use the relative error to translate to the data. We choose half of the difference as a

flat efficiency with respect to VPDL is a very conservative assumption.

4.1.7. Summary of Systematics

Table 4.1 shows a list of the systematics and a short description of how each systematic

was done. This can be used as a guide when reading the full systematics tables that

follow. The ordering follows that of the combined RunIIa and RunIIb systematics table.

All studied contributions to the systematic uncertainty of the amplitude are listed in

Table 4.2 for RunIIa, in Table 4.3 for RunIIb, and the combined systematics for RunIIa

and RunIIb are listed in Table 4.4. The resulting systematic errors were obtained using

the formula in Equation 4.1 and summed in quadrature. The result for RunIIa is shown

in Figure 4.3, in Figure 4.4 for RunIIb, and the combined RunIIa and RunIIb ∆ms scan

with statistical and systematic errors is shown in Figure 4.5.

Other potential sources of systematic uncertainty exist, but were not included in this

analysis. One such source is that the detector could be mis-aligned by some small amount

and that this mis-alignment could impact the result. It has been shown in previous D-

Zero results [69] that a mis-alignment in the detector would cause, at most, a 2µm (about

0.007ps, compared to the 1.43ps B0
s lifetime) shift in the B0

s lifetime, which is a negligible

contribution to the systematic uncertainty of this analysis. Another potential source is

the impact of the trigger efficiency curve variations on the sample composition. It has

been shown1 that this causes a less than 0.1% variation in the sample composition, and

1Studies by Dmitri Tsybychev
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Summary of Systematics for RunIIa and RunIIb

Systematic Label in Tables Description
B0
s Lifetime uncertainty cτBs Fitted lifetime value varied within error

B0
s lifetime fixed to 439µm cτBs = 439µm Lifetime fixed to 438µm in fit

Peaking background in signal Fpeak sig Varied within error
Peaking fraction in bkg. Fpeak bkg Varied within error

Width of peaking fraction in signal σpeak bkg Varied within error
Prompt fraction in bkg F0 Varied within error
Background lifetime cτbkg Varied within error
Resolution SF in bkg sbkg Varied within error

Fraction of mixing background Ftsens Varied within error
Fraction of oscillating background Fosc Varied within error

Statistical fluctuation of Ds ∆NDs Varied within error
Number of reflection candidates ∆Nrefl Varied by 100%

DsDs contribution B0
s → DsDs = 6.8% Contribution varied to 6.8%

Dsµ contribution B0
s → DsµνX = 5.5% Contribution varied to 5.5%

Efficiency versus VPDL ε versus VPDL See section 4.1.6
Resolution SF signal sfsig See section 4.1.2

B0
s Dilution uncertainty Bs dilution See section 4.1.1

Bu Dilution uncertainty Bu dilution See section 4.1.1
Non-zero ∆Γ/Γ Non-zero ∆Γ/Γ Set to ±17.7µm of lifetime value

Lifetime Parameter correlations Parameter correlations Accounts for correlation of background parameters
K-factor variation 2% K-factor variation 2% See section 3.6.2

K-factor Trigger Efficiency variations K-factor trigger ε See section 3.6.2
Table 4.1. Summary of the abbreviation of each systematic, and a short description of what was done.
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so has been neglected. Finally, the fitting code itself could bias a measurement of ∆ms;

initial studies2 show that the fit results are linear with respect to ∆ms, and any bias that

exists is expected to be small.

4.2. Cross-checks

A number of cross-checks were performed to ensure the validity of the analysis. The

most important of these are described in the following sections.

4.2.1. Fit for ∆md

Because ∆md has been precisely measured [6], a fit of the B0
d oscillation frequency, ∆md, is

performed and serves as a cross-check for the method. An amplitude scan of the B0
d oscilla-

tion frequency that shows an amplitude of 1 at the known frequency of 0.5 ps−1 indicates

that the flavor-tagging dilution calibration is correct and the lifetime fits resulted in an

optimal parameterization.

An amplitude ∆md scan was used for a cross-check of the dilution. This scan is more

sensitive to a description of the combinatorial background and, therefore, the original

description has been changed to take into account oscillations in the B0
d contribution. The

resulting amplitude scan is shown in Figures 4.12 and 4.13 for RunIIa, and Figures 4.14

and 4.15 for RunIIb. The amplitude at ∆md = 0.5 ps−1is in agreement with 1, which

confirms that the dilution calibration was performed correctly. This cross-check also shows

the ability of the method to detect an oscillation signal.

2Initial MC studies by Hal Evans
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Table 4.2. Systematic uncertainties on the amplitude. The shifts of both the measured amplitude,
∆A, and its statistical uncertainty, ∆σ, are listed for RunIIa.

Osc. frequency 0.0 ps−1 3.0 ps−1 6.0 ps−1 9.0 ps−1 12.0 ps−1 15.0 ps−1 18.0 ps−1 21.0 ps−1 24.0 ps−1 27.0 ps−1 30.0 ps−1

A 0.025 −0.092 0.088 0.082 −0.467 0.635 1.291 0.655 −0.642 −0.210 1.117
Stat. uncertainty 0.036 0.078 0.123 0.185 0.274 0.392 0.546 0.778 0.992 1.318 1.624

cτBs ∆A −0.000 −0.000 +0.000 +0.000 −0.001 +0.003 +0.004 +0.000 −0.004 −0.002 +0.001
∆σ −0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.001 +0.002 +0.002 +0.004 +0.001

cτBs = 439µm ∆A +0.000 +0.000 −0.002 +0.000 +0.005 −0.012 −0.018 −0.002 +0.020 +0.013 −0.003
∆σ +0.000 −0.000 −0.001 −0.001 −0.002 −0.004 −0.005 −0.009 −0.012 −0.017 −0.020

Fpeak sig ∆A −0.000 −0.000 +0.000 +0.000 −0.005 +0.004 +0.010 +0.001 −0.022 −0.022 −0.002
∆σ +0.000 +0.000 +0.000 +0.001 +0.001 +0.002 +0.003 +0.006 +0.009 +0.014 +0.019

Fpeak bkg ∆A +0.000 +0.000 +0.000 +0.000 −0.001 +0.001 +0.002 +0.001 −0.002 −0.000 +0.003
∆σ −0.000 −0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.002 +0.002

σpeak bkg ∆A +0.000 −0.000 −0.000 −0.000 +0.000 +0.000 −0.000 −0.000 +0.001 +0.001 −0.001
∆σ +0.000 −0.000 +0.000 +0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.001

F0 ∆A +0.000 +0.000 +0.000 +0.000 −0.001 +0.001 +0.003 +0.002 −0.003 −0.002 +0.003
∆σ −0.000 −0.000 +0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.002 +0.003 +0.003

cτbkg ∆A +0.000 +0.000 −0.000 −0.000 +0.000 −0.000 −0.001 +0.000 +0.000 −0.000 +0.001
∆σ +0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.001 −0.001

sfbkg ∆A +0.000 −0.000 −0.000 −0.000 −0.001 −0.001 −0.001 −0.001 −0.000 −0.001 −0.002
∆σ +0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.002

Ftsens ∆A −0.013 +0.007 +0.003 +0.003 +0.000 −0.002 −0.004 −0.007 −0.009 −0.020 −0.025
∆σ −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 +0.000

Fosc ∆A −0.004 +0.006 +0.002 +0.001 −0.000 −0.003 −0.006 −0.011 −0.013 −0.021 −0.022
∆σ −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 +0.000 +0.000 +0.000 +0.011

∆NDs ∆A −0.001 +0.000 +0.001 +0.000 −0.001 +0.003 +0.005 +0.001 −0.001 −0.000 +0.003
∆σ +0.000 +0.000 +0.000 +0.001 +0.001 +0.001 +0.002 +0.002 +0.003 +0.004 +0.007

∆Nrefl ∆A −0.002 +0.001 +0.002 +0.001 −0.001 −0.000 +0.004 +0.007 +0.006 +0.003 +0.004
∆σ +0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.001 +0.002 +0.002 +0.003 +0.004

Br(DsDs) = 6.8% ∆A +0.000 −0.000 +0.000 +0.000 −0.001 +0.002 +0.003 +0.000 −0.003 −0.002 +0.002
∆σ +0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.001 +0.001 +0.002 +0.002 +0.003

Br(DsµX) = 5.5% ∆A +0.009 −0.006 +0.000 −0.002 −0.007 +0.011 +0.020 +0.008 −0.009 −0.004 +0.017
∆σ +0.001 +0.001 +0.002 +0.002 +0.003 +0.004 +0.005 +0.007 +0.009 +0.011 +0.013

ε versus VPDL ∆A 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
∆σ −0.036 −0.078 −0.122 −0.185 −0.273 −0.392 −0.508 −0.748 −0.976 −1.314 −1.603

sfsig ∆A −0.000 +0.001 +0.000 +0.005 +0.011 +0.004 −0.001 +0.065 −0.104 −0.348 −0.394
∆σ +0.000 +0.001 +0.002 +0.003 +0.002 +0.001 −0.006 −0.022 −0.038 −0.061 −0.075

Bs ∆A +0.004 −0.009 +0.009 +0.008 −0.030 +0.043 +0.086 +0.046 −0.039 −0.037 +0.061
dilution ∆σ +0.003 +0.005 +0.008 +0.013 +0.018 +0.026 +0.037 +0.051 +0.066 +0.084 +0.105
Bu ∆A +0.010 −0.003 −0.001 −0.002 −0.000 +0.001 +0.000 +0.001 +0.001 +0.008 +0.012

dilution ∆σ +0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.000
Non-zero ∆Γ/Γ ∆A +0.000 +0.000 −0.002 +0.000 +0.005 −0.012 −0.018 −0.002 +0.021 +0.013 −0.005

∆σ +0.000 −0.000 −0.001 −0.001 −0.002 −0.004 −0.006 −0.009 −0.012 −0.018 −0.021
Parameter ∆A +0.000 −0.000 +0.000 +0.000 −0.000 +0.000 +0.001 +0.000 −0.002 −0.002 −0.001
correlations ∆σ −0.000 −0.000 −0.000 −0.000 +0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.001

K-factor variation ∆A −0.000 +0.003 −0.003 +0.067 −0.027 −0.131 −0.102 +0.286 +0.006 +0.035 −0.456
2% ∆σ −0.000 −0.001 −0.002 −0.004 −0.007 −0.009 −0.020 −0.030 −0.033 −0.069 −0.049

K-factor trigger ε ∆A +0.000 +0.000 +0.001 +0.000 +0.001 −0.005 +0.007 +0.000 −0.006 +0.032 −0.028
uncertainty ∆σ +0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.000 +0.003
Total syst. σsystot 0.081 0.069 0.077 0.089 0.100 0.157 0.123 0.289 0.189 0.410 0.601

Total σtot 0.088 0.105 0.145 0.205 0.292 0.422 0.560 0.829 1.010 1.380 1.732
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Table 4.3. Systematic uncertainties on the amplitude. The shifts of both the measured amplitude,
∆A, and its statistical uncertainty, ∆σ, are listed for RunIIb.

Osc. frequency 0.0 ps−1 3.0 ps−1 6.0 ps−1 9.0 ps−1 12.0 ps−1 15.0 ps−1 18.0 ps−1 21.0 ps−1 24.0 ps−1 27.0 ps−1 30.0 ps−1

A 0.068 0.041 −0.083 0.040 −0.054 0.234 0.364 0.297 0.075 0.705 −0.148
Stat. uncertainty 0.037 0.077 0.116 0.168 0.242 0.344 0.477 0.653 0.875 1.140 1.417

cτBs ∆A +0.000 +0.000 −0.001 +0.000 −0.000 +0.001 +0.001 +0.000 +0.001 +0.004 −0.001
∆σ −0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.001 +0.002 +0.003 +0.004 +0.005

cτBs = 439µm ∆A +0.000 −0.000 +0.002 −0.001 +0.001 −0.003 −0.005 −0.003 −0.002 −0.011 +0.005
∆σ +0.000 −0.000 −0.001 −0.001 −0.002 −0.003 −0.004 −0.006 −0.009 −0.012 −0.015

Fpeak sig ∆A +0.000 +0.000 −0.001 +0.000 −0.002 +0.001 +0.001 −0.003 −0.011 +0.002 −0.026
∆σ +0.000 +0.000 +0.000 +0.001 +0.002 +0.003 +0.004 +0.007 +0.011 +0.016 +0.021

Fpeak bkg ∆A +0.000 +0.000 −0.000 +0.000 +0.000 +0.001 +0.001 +0.001 +0.002 +0.004 +0.002
∆σ −0.000 −0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.001 +0.002

σpeak bkg ∆A +0.000 −0.000 −0.000 +0.000 +0.000 −0.000 −0.001 −0.000 +0.001 −0.002 +0.000
∆σ +0.000 −0.000 0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.001 −0.001 −0.002

F0 ∆A +0.000 +0.000 −0.000 +0.000 +0.000 +0.002 +0.003 +0.004 +0.004 +0.011 +0.006
∆σ −0.000 −0.000 +0.000 +0.000 +0.000 +0.000 +0.001 +0.002 +0.003 +0.004 +0.006

cτbkg ∆A +0.000 −0.000 +0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 +0.000
∆σ +0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.001 −0.001

sfbkg ∆A +0.000 +0.000 −0.000 −0.000 −0.000 −0.000 −0.001 −0.001 −0.001 −0.001 −0.001
∆σ −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 0.000

Ftsens ∆A −0.014 +0.006 +0.003 −0.003 −0.005 −0.004 −0.004 −0.011 −0.024 −0.024 −0.022
∆σ −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.001 −0.001 −0.002

Fosc ∆A −0.007 +0.006 +0.002 −0.003 −0.005 −0.007 −0.010 −0.017 −0.028 −0.036 −0.039
∆σ −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.001 −0.001 −0.002

∆NDs ∆A −0.000 +0.000 −0.001 +0.000 +0.000 +0.002 +0.002 +0.003 +0.004 +0.005 +0.001
∆σ +0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.001 +0.002 +0.003 +0.004 +0.004

∆Nrefl ∆A −0.002 +0.001 +0.000 +0.001 +0.001 +0.001 +0.001 +0.003 +0.005 +0.006 +0.002
∆σ +0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.001 +0.001 +0.002 +0.002 +0.003

Br(DsDs) = 6.8% ∆A +0.000 −0.000 −0.000 −0.000 −0.000 +0.000 +0.000 −0.001 −0.002 −0.001 −0.002
∆σ +0.000 +0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.001 +0.001 +0.002 +0.002

Br(DsµX) = 5.5% ∆A +0.012 −0.004 −0.009 −0.006 −0.006 −0.002 +0.002 −0.006 −0.008 −0.001 −0.016
∆σ +0.001 +0.002 +0.002 +0.003 +0.003 +0.004 +0.005 +0.007 +0.008 +0.010 +0.011

ε versus VPDL ∆A 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
∆σ +0.001 +0.002 +0.002 +0.003 +0.003 +0.004 +0.005 +0.007 +0.008 +0.010 +0.011

sfsig ∆A +0.001 +0.000 −0.007 +0.003 +0.023 −0.007 +0.018 −0.020 +0.030 −0.031 +0.074
∆σ +0.000 +0.001 +0.002 +0.003 +0.002 −0.001 −0.008 −0.022 −0.044 −0.067 −0.085

Bs ∆A +0.006 +0.002 −0.003 +0.002 +0.006 +0.019 +0.009 +0.008 −0.016 +0.017 −0.013
dilution ∆σ +0.003 +0.005 +0.008 +0.012 +0.017 +0.024 +0.032 +0.044 +0.060 +0.079 +0.103
Bu ∆A +0.005 −0.002 −0.001 +0.001 +0.002 +0.000 −0.001 +0.001 +0.006 +0.003 +0.001

dilution ∆σ +0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.000 +0.001
Non-zero ∆Γ/Γ ∆A +0.000 −0.000 +0.002 −0.001 +0.001 −0.004 −0.005 −0.004 −0.002 −0.013 +0.005

∆σ +0.000 −0.000 −0.001 −0.001 −0.002 −0.003 −0.004 −0.006 −0.009 −0.013 −0.016
Parameter ∆A +0.000 +0.000 +0.000 +0.000 +0.000 +0.001 +0.002 +0.003 +0.002 +0.007 +0.004
correlations ∆σ −0.000 −0.000 +0.000 +0.000 +0.000 +0.000 +0.001 +0.001 +0.002 +0.003 +0.004

K-factor variation ∆A +0.000 −0.004 +0.003 −0.005 +0.019 −0.046 −0.069 +0.111 +0.047 −0.036 +0.098
2% ∆σ −0.000 −0.001 −0.002 −0.003 −0.006 −0.009 −0.016 −0.029 −0.033 −0.052 −0.035

K-factor trigger ε ∆A +0.000 +0.000 +0.000 −0.002 −0.002 +0.002 −0.003 −0.004 +0.013 +0.024 −0.001
uncertainty ∆σ 0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 −0.000 +0.000 +0.000 −0.001
Total syst. σsystot 0.083 0.073 0.075 0.075 0.087 0.098 0.107 0.111 0.069 0.098 0.112

Total σtot 0.091 0.106 0.138 0.184 0.257 0.358 0.489 0.662 0.877 1.144 1.421
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Table 4.4. Systematic uncertainties on the amplitude for combined RunIIa and RunIIb. The shifts
of both the measured amplitude, ∆A, and its statistical uncertainty, ∆σ, are listed.

Osc. frequency 0 ps−1 3 ps−1 6 ps−1 9 ps−1 12 ps−1 15 ps−1 18 ps−1 21 ps−1 24 ps−1 27 ps−1

A 0.0046 -0.0033 0.0038 -0.0391 -0.2155 0.5176 0.8695 0.2489 -0.2504 0.2648
Stat. Uncertainty 0.0352 0.0585 0.0904 0.1325 0.1924 0.2725 0.3795 0.5253 0.6845 0.9057

cτBs ∆A -0.0002 -0.0000 -0.0000 -0.0002 -0.0005 0.0020 0.0028 0.0001 -0.0017 0.0007
∆σA 0.0000 0.0001 0.0001 0.0002 0.0004 0.0006 0.0009 0.0014 0.0019 0.0028

cτBs = 439µm ∆A 0.0011 0.0002 -0.0005 0.0009 0.0019 -0.0082 -0.0118 0.0003 0.0083 -0.0000
∆σA -0.0001 -0.0002 -0.0005 -0.0009 -0.0015 -0.0023 -0.0035 -0.0053 -0.0074 -0.0107

Fpeak sig ∆A -0.0001 0.0001 -0.0003 -0.0007 -0.0035 0.0030 0.0061 -0.0052 -0.0172 -0.0111
∆σA 0.0001 0.0002 0.0003 0.0006 0.0011 0.0018 0.0031 0.0052 0.0077 0.0118

Fpeak bkg ∆A 0.0004 0.0001 0.0000 0.0000 -0.0002 0.0009 0.0018 0.0010 0.0002 0.0021
∆σA -0.0000 -0.0000 0.0000 0.0000 0.0001 0.0002 0.0003 0.0005 0.0008 0.0012

σpeak bkg ∆A 0.0000 -0.0000 -0.0001 0.0001 0.0003 -0.0001 -0.0006 0.0000 0.0007 -0.0007
∆σA 0.0000 -0.0000 0.0000 -0.0000 -0.0000 -0.0001 -0.0001 -0.0003 -0.0004 -0.0007

F0 ∆A 0.0005 0.0001 0.0001 0.0002 -0.0002 0.0018 0.0037 0.0023 0.0007 0.0054
∆σA -0.0000 -0.0000 0.0000 0.0001 0.0002 0.0003 0.0006 0.0011 0.0017 0.0027

cτbkg ∆A 0.0002 -0.0000 0.0000 0.0000 0.0001 -0.0004 -0.0004 -0.0001 -0.0000 -0.0001
∆σA -0.0000 -0.0000 -0.0000 -0.0001 -0.0001 -0.0001 -0.0002 -0.0002 -0.0003 -0.0004

sfbkg ∆A 0.0001 -0.0001 -0.0002 -0.0004 -0.0004 -0.0007 -0.0009 -0.0008 -0.0007 -0.0010
∆σA -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0001 -0.0001 -0.0001

Ftsens ∆A -0.0212 0.0057 0.0025 -0.0005 -0.0024 -0.0030 -0.0048 -0.0107 -0.0191 -0.0225
∆σA -0.0000 -0.0000 -0.0001 -0.0000 -0.0001 -0.0001 -0.0002 -0.0001 -0.0003 -0.0005

Fosc ∆A -0.0195 0.0053 0.0013 -0.0016 -0.0033 -0.0059 -0.0089 -0.0153 -0.0229 -0.0310
∆σA -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0001 -0.0000 -0.0002 -0.0003

∆NDs ∆A -0.0010 0.0002 0.0001 -0.0000 -0.0004 0.0024 0.0036 0.0021 0.0016 0.0023
∆σA 0.0001 0.0002 0.0003 0.0004 0.0006 0.0008 0.0011 0.0016 0.0021 0.0028

∆Nrefl ∆A -0.0036 0.0005 0.0007 0.0010 -0.0000 0.0002 0.0028 0.0043 0.0057 0.0048
∆σA 0.0001 0.0001 0.0002 0.0003 0.0004 0.0006 0.0008 0.0012 0.0016 0.0020

B0
s → DsDs = 6.8% ∆A -0.0001 -0.0000 -0.0001 -0.0004 -0.0003 0.0010 0.0016 -0.0012 -0.0025 -0.0014

∆σA 0.0001 0.0001 0.0002 0.0003 0.0004 0.0005 0.0007 0.0009 0.0011 0.0015
B0
s → DsµνX = 5.5% ∆A 0.0124 -0.0028 -0.0050 -0.0074 -0.0069 0.0059 0.0113 -0.0031 -0.0070 -0.0035

∆σA 0.0009 0.0011 0.0014 0.0018 0.0023 0.0029 0.0039 0.0050 0.0062 0.0080
ε versus VPDL ∆A 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

∆σA -0.0352 -0.0585 -0.0903 -0.1325 -0.1917 -0.2699 -0.3115 -0.5030 -0.6721 -0.8907
sfsig ∆A 0.0001 0.0017 -0.0027 0.0052 0.0186 -0.0052 0.0158 0.0104 -0.0376 -0.1733

∆σA 0.0001 0.0008 0.0016 0.0021 0.0016 -0.0006 -0.0060 -0.0180 -0.0322 -0.0505
B0
s dilution ∆A 0.0038 -0.0026 0.0008 -0.0008 -0.0074 0.0356 0.0471 0.0119 -0.0338 -0.0059

∆σA 0.0024 0.0040 0.0062 0.0091 0.0130 0.0185 0.0256 0.0355 0.0462 0.0597
Bu dilution ∆A 0.0073 -0.0020 -0.0011 -0.0004 0.0007 0.0001 -0.0003 0.0016 0.0046 0.0051

∆σA 0.0000 0.0000 0.0000 0.0000 0.0001 0.0001 0.0001 0.0001 0.0002 0.0002
Non-zero ∆Γ/Γ ∆A 0.0011 0.0002 -0.0004 0.0009 0.0019 -0.0086 -0.0127 0.0003 0.0082 -0.0002

∆σA -0.0001 -0.0003 -0.0006 -0.0010 -0.0016 -0.0024 -0.0037 -0.0056 -0.0078 -0.0113
correlations ∆A 0.0001 -0.0000 0.0001 0.0001 0.0000 0.0008 0.0019 0.0013 0.0006 0.0033

∆σA -0.0000 -0.0000 0.0000 0.0000 0.0001 0.0001 0.0003 0.0005 0.0009 0.0015
K-factor variation 2% ∆A 0.0009 -0.0033 -0.0026 0.0412 -0.0148 -0.0584 -0.0724 0.1710 -0.0004 0.0546

∆σA -0.0001 -0.0004 -0.0014 -0.0027 -0.0048 -0.0075 -0.0132 -0.0185 -0.0237 -0.0420
K-factor trigger ε ∆A 0.0000 0.0000 0.0004 -0.0005 -0.0015 -0.0015 0.0026 0.0055 -0.0038 0.0181

∆σA -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0001 0.0000 0.0001 0.0006
Total syst. σsystot 0.0876 0.0714 0.0746 0.0776 0.0932 0.1021 0.1209 0.1617 0.1229 0.2249

Total σtot 0.0944 0.0924 0.1172 0.1536 0.2138 0.2910 0.3983 0.5497 0.6954 0.9332
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Figure 4.12. Bd− B̄d oscilla-
tion amplitude in RunIIa
data.
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Figure 4.13. Bd− B̄d oscilla-
tion amplitude (detailed view
of the Bd oscillation region) in
RunIIa data.
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Figure 4.14. Bd− B̄d oscilla-
tion amplitude in RunIIb
data.
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Figure 4.15. Bd− B̄d oscilla-
tion amplitude (detailed view
of the Bd oscillation region) in
RunIIb data.

4.2.2. Events Biased by Impact Parameter Triggers

There are a number of triggers used at D-Zero that have impact parameter requirements.

Because this could cause a bias in the lifetime measurement, the events flagged as IP

biased were studied. A biased event is defined as an event that was triggered only by

one or more impact-parameter triggers. A complete list of impact parameter triggers for
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RunIIa and RunIIb was obtained with the assistance of Rick Jessik and Kin Yip and the

lists are shown in Appendix C. An event triggered only by IP triggers is flagged as biased

for later study.

Figure 4.16 shows the mass plot for the IP biased events in RunIIa, with the same

shown in Figure 4.17 for RunIIb. We fit the B0
s lifetime in each sample. In RunIIa a

value of cτBs = (581.931 ± 11.908)µm was obtained, and in RunIIb the value is cτBs =

(533.024± 10.1516)µm; these values verify the assumption that IP-biased events bias the

measured B0
s lifetime towards higher values.
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As mentioned previously, the measured lifetime does not impact the result for ∆ms.

To support this argument, the IP-biased events were excluded from the sample selection

and new pdfs and mass fit parameters were inputted for the ∆ms fit. Amplitude scans

were performed, and the results are shown in Figures 4.18 and 4.19. Comparing these

plots to the results plots in Figures 4.1 and 4.2, shows that they have identical shapes;

the main difference is that the inclusion of IP-biased events leads to a higher sensitivity

to ∆ms.
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Figure 4.18.
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Figure 4.19.

4.3. Determination of the Significance of the Result

In order to determine the quality of the result obtained, the significance must be deter-

mined. The determination of the statistical significance is discussed first, with a discussion

of the significance of the log-likelihood scan following. Additionally, if a measurement of

the frequency ∆ms is possible, then the statistical and systematic uncertainties on the

measured value must be obtained; this discussion is given last.

4.3.1. Randomized Flavor Tagging

To determine the statistical significance of the result, a cross-check was performed with

the flavor tagging randomized. This is done by randomizing the sign of the dilution and

fitting for ∆ms. The dilution for the Bd components was kept properly flavor-tagged; this

gives the correct description of an infinite ∆ms, which this study effectively emulates.

The result of this fit for RunIIa data is shown in Figure 4.20 and RunIIb data is shown

in Figure 4.21.
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Figure 4.20. B0
s oscillation amplitude with statistical errors only for RunIIa

data, with flavor tagging randomized.

The “experiment” of flavor-tagging randomization was performed 1000 times on both

the RunIIa and RunIIb dataset, each time using a different seed for the random-number

generator and fitting for the amplitude at ∆ms = 19 ps−1. For each amplitude corre-

sponding to a different seed, the amplitude and its uncertainty at each ∆ms value is

saved. For each seed, both the individual results for RunIIa and RunIIb, as well as a

weighted average of the amplitudes and their uncertainties from RunIIa and RunIIb is

taken. These values are then plotted in a distribution. These distributions are shown in

Figure 4.22. The statistical significance is determined by the number of “experiments”

that meet or exceed the result obtained. In RunIIa, 4 experiments had amplitudes greater

than the result amplitude; this corresponds to a greater than 2.5σ significance. In RunIIb,

167 experiments had amplitudes greater than the result amplitude, which indicates a less
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Figure 4.21. B0
s oscillation amplitude with statistical errors only for RunIIb

data, with flavor tagging randomized.

than 1σ significance. The combined RunIIa+RunIIb experiments indicated a 2.6σ signif-

icance, with 10 out of the 1000 experiments having amplitudes greater than the result.

4.3.2. Log-Likelihood Determination of ∆ms

The log-likelihood scan of ∆ms shown in Figure 4.7 includes statistical uncertainties only.

Another log-likelihood curve is obtained for the statistical and systematic uncertainties

using the final combined amplitude scan of RunIIa and RunIIb. These two curves are

plotted together in Figure 4.23. The curve including both statistical and systematic

uncertainties shows a broader parabolic curve. The minima of each curve gives a value

for ∆ms of 18.86 ps−1. By taking the difference in widths of the two log-likelihood

curves, an estimation of the systematic uncertainty on ∆ms is obtained. The difference
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in widths leads to a systematic uncertainty of 0.37 ps−1. This gives a final result for

∆ms of ∆ms = 18.86±0.80(stat)±0.37(sys) ps−1. In addition, the statistical significance

calculated from the flavor-tagging randomization above can be compared to the statistical

significance of the log-likelihood scan. The difference between the log-likelihood at the

minimum and the log-likelihood at infinite ∆ms gives an estimate of the significance

of the result. Reference [70] shows a method for calculating the significance from the

amplitude and amplitude uncertainty at the result frequency. Using this method, we

obtain a significance of 2.3, which is in agreement with the significance calculated in the

previous section.
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Figure 4.22. Amplitude results from the flavor-tagging randomization ex-
periments. The red vertical lines indicates the flavor-tagged result ampli-
tude at ∆ms = 19 ps−1; experiment results to the right of this line indicate
an amplitude greater than the data amplitude. RunIIa is shown in the
upper-most plot, RunIIb in the center, and the combined RunIIa+RunIIb
results are shown in the lower plot.
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4.4. Conclusions

Using a signal of 27,800 RunIIa B0
s → µ+νD−

s X decays where D−
s → φπ−, φ→ K+K−

and a combined opposite-side and same-side flavor tagging algorithm we performed a

search forB0
s − B̄0

s oscillations. We obtained a 95% confidence level limit on the oscillation

frequency ∆ms > 14.4 ps−1and a sensitivity of 18.7 ps−1, with statistical and systematic

errors.

A signal of 16,000 RunIIb B0
s → µ+νD−

s X decays where D−
s → φπ−, φ→ K+K−

and a combined opposite-side and same-side flavor tagging algorithm we obtained a 95%

confidence level limit on the oscillation frequency ∆ms > 16.0 ps−1and a sensitivity of

20.3 ps−1, with statistical and systematic errors.

We obtained a combined result for RunIIa and RunIIb data, with a 95% confidence

level limit on the oscillation frequency ∆ms > 23.2 ps−1and a sensitivity of 23.0 ps−1,

with statistical and systematic errors included. We find a minimum log-likelihood value

of ∆ms = 18.86 ps−1. The statistical significance of the result is 2.6σ, and the final

measurement of the B0
soscillation frequency is ∆ms = 18.86 ± 0.80(stat) ± 0.37(sys).

4.5. Discussion

The result obtained in this thesis is the most-precise single-decay result ever obtained

at D-Zero. The value of ∆ms obtained agrees with previous measurements from D-

Zero [17] and CDF [10],[46].

The measurement of ∆ms obtained in this analysis can be used to determine a con-

straint on the CKM matrix element |Vtd|. This can be done by rearranging Equation 1.28



126

and inputting the other theoretical and experimental values. This gives:

|Vtd|
|Vts|

= ξ

√

∆mdmBs

∆msmBd
, (4.4)

where ξ = 1.210+0.047
−0.035 as mentioned in Chapter 1, mBs = 5366.4 ± 1.1MeV, mBd =

5279.5 ± 0.5MeV, and ∆md = 0.507 ± 0.005 ps−1 [6]. Using our result obtained here for

∆ms, we find:

|Vtd|
|Vts|

= 0.200008 ± 0.0047(exp.)+0.0078
−0.0058(theo.). (4.5)

This agrees with the value from HFAG given in Equation 1.29, and shows that the uncer-

tainty on this ratio of CKM elements is dominated by the theoretical uncertainty. Better

constraints on the CKM matrix elements will become available with future improvements

in the uncertainty on the theoretical component, ξ.
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APPENDIX A

Branching Rates

The following branching rates were used in the analysis. PDG values [6] were used

when available, and EvtGen [50] inputs were used when the branching fraction was not

listed in the PDG; the origin of the branching fraction is given as well.

• Br(B0
s → µ+νD−

s X) = (7.9 ± 2.4)%, where the total semileptonic Br was taken

from the PDG, and fractions of exclusive channels were taken from EvtGen;

– Br(B0
s → µ+νD−

s ) = 2.0%;

– Br(B0
s → µ+νD−

s
∗
) = 5.3%;

– Br(B0
s → µ+νD∗−

s0 ) = 0.19%;

– Br(B0
s → µ+νD

′−
s1 ) = 0.35%;

• Br(B0
s → τ+νD−

s X) = 2.9%, from Evtgen;

• Br(τ+ → µνν) = (17.36 ± 0.06)%, from PDG;

• Br(B0
s → D+

s D
−
s X) = 4.6 ± 2.2%, from PDG;

• Br(B0
s → DD−

s X) = 8%, from EvtGen;

• Br(B̄0
s → DD−

s X) = 7.4%, from EvtGen;

• Br(B+ → DD−
s X) = 10.5 ± 2.6%, from PDG;

• Br(B0 → DD−
s X) = 10.5 ± 2.6%, from PDG;

• Br(D−
s
∗ → D−

s X) = 100%;

• Br(D∗−
s0 → D−

s X) = 100%;
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• Br(D
′−
s1 → D−

s X) = 100%;

• Br(D−
s → µνX) = (6.3 ± 0.8)%, from PDG, assuming the same partial width as

for D0 and D+;

• Br(D0 → µνX) = (6.5 ± 0.8)%, from PDG;

• Br(D+ → µνX) = (17.2 ± 1.9)%, from PDG;

• Br(b̄→ B0) = 39.7 ± 1.0%, from PDG;

• Br(b̄→ B+) = 39.7 ± 1.0%, from PDG;

• Br(b̄→ B0
s) = 10.7 ± 1.1%, from PDG;
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APPENDIX B

VPDL pdf Plots

The figures displayed in this Appendix are additional plots of the VPDL pdfs for

RunIIa and RunIIb, to better display the differences in the distributions. Figure B.1

shows the signal and background distributions superimposed, for RunIIa (left) and RunIIb

(right). Figure B.2 shows the VPDL pdf for RunIIa, with and without the event-by-event

SF s applied; the same for RunIIb is shown in Figure B.3.

RunIIa and and RunIIb pdfs without the event-by-event SF s are shown in Figures B.4

and B.5 respectively, for comparison to Figures B.2 and B.3 or Figures 3.20 and 3.21.

Figure B.1. Distributions of VPDL errors for signal (black) and combina-
torial background (red) in RunIIb data.
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Figure B.2. Distributions of VPDL errors for signal (left) and combina-
torial background (right) in RunIIa data. The distributions without the
event-by-event SF s applied are shown in black, while those with the event-
by-event SF s applied are shown in red.

Figure B.3. Distributions of VPDL errors for signal (left) and combina-
torial background (right) in RunIIb data. The distributions without the
event-by-event SF s applied are shown in black, while those with the event-
by-event SF s applied are shown in red.
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Figure B.4. Distributions of VPDL errors for signal (left) and combina-
torial background (right) in RunIIa data, without the event-by-event SF s
applied.
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Figure B.5. Distributions of VPDL errors for signal (left) and combina-
torial background (right) in RunIIb data, without the event-by-event SF s
applied.
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APPENDIX C

List of IP-Biased Triggers in RunIIa and RunIIb Data

The following are the lists of impact parameter biasing triggers for RunIIa and RunIIb

data. Note that these are complete lists for the entirety of the RunIIa data collection

period and for the RunIIb period up to the August 2007 shutdown.

C.1. RunIIa

The RunIIa IP-biased triggers are divided into three categories:

• Two-Track Triggers, which required two tracks in the φ mass and which must

have had significant impact parameters with respect to the PV,

• Muon Triggers, that required a muon in the event to have a significant impact

parameter, and

• Random Triggers, which required one or more random tracks with significant

impact parameter.

C.1.1. Two-Track Triggers

ML1 TMM IPPHI MM1 TMM IPPHI ML2 MM IPPHI

MM1 HI TMM IPPHI MEB1 MM IPPHI



138

C.1.2. Muon Triggers

ML1 IPTMM IMP V MM1 IPTMM5 IMPV ML1 IPTLM IMP V

MM1 IPTLM5 IMPV MM1 HI IPTMM

C.1.3. Random Triggers

ML1 TMM 2IP IMPV ML1 TMM 3IP IMPV ML1 TMM 4IP IMPV

MM1 TMM IMP 2IPV MM1 TMM IMP 3IPV MM1 TMM IMP 4IPV

ML1 TLM 2IP IMPV ML1 TLM 3IP IMPV ML1 TLM 4IP IMPV

MM1 TLM IMP 2IPV MM1 TLM IMP 3IPV MM1 TLM IMP 4IPV

ML2 2IPMM IMP V ML2 3IPMM IMP V ML2 4IPMM IMP V

ML3 2IPMM IMP V MM1 HI TMM 2IPV MM1 HI TMM 3IPV

MEB1 2IPMM IMP V MEB1 3IPMM IMP V MEB1 4IPMM IMP V

MUJB MM0 BID JT1 ACO MHT BDV JT2 3JT15L IP VX

JT3 3JT10L LM3 V JT7 3JT15L IP VX MUJ1 2JT12 LMB V

MUJ1 JTHATK LMVB MUJ2 2JT12 LMB V MUJ2 JTHATK LMVB

ZBB TLM3 2JBID V ZBB JT HATKTLMV EZBB SHT122J12VB

MT3 L2M0 MM3 IP ZB1 TLM3 2JBID V ZB1 JT15HA TLM8V

E3 SHT122J12VB

C.2. RunIIb

The RunIIb IP-biasing triggers have not been broken down into different categories.

The full list of IP-biased triggers follows.
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M3 IPTMM IMP V M3 TMM 2IP IMPV M3 TMM 3IP IMPV

M3 TMM 4IP IMPV M3 TMM IPPH M3 2IPMM IMP V

M3 3IPMM IMP V M3 4IPMM IMP V M3 MM IPPHI

M4 IPTMM IMP V M4 TMM 2IP IMPV M4 TMM 3IP IMPV

M4 TMM 4IP IMPV M4 TMM IPPH M4 2IPMM IMP V

M4 3IPMM IMP V M4 4IPMM IMP V M4 MM IPPHI

M5 TMM IMP 2IPV M5 TMM IMP 3IPV M5 TMM IMP 4IPV

M5 IPTMM5 IMPV M5 TMM IPPHI M5 IPTMM5 IMPH

M5 TMM IMP 2IPH M6 TMM IMP 2IPV M6 TMM IMP 3IPV

M6 TMM IMP 4IPV M6 IPTMM5 IMPV M6 TMM IPPHI

M6 TMM IMP 2IPH M6 IPTMM5 IMPH ME6 IPTMM IMP V

ME6 TMM 2IP IMPV ME6 TMM 3IP IMPV ME6 TMM 4IP IMPV

ME6 TMM IPPHI ME6 2IPMM IMP V ME6 3IPMM IMP V

ME6 4IPMM IMP V ME6 MM IPPHI M5 TLM3 2JBID V

M5 JT HATKTLMVB M6 TLM3 2JBID V M6 JT HATKTLMVB

MUJ1 2JT12 LMB V MUJ1 JTHATK LMVB MUJ2 2JT12 LMB V

MUJ2 JTHATK LMVB MUJ3 2JT12 LMB V MUJ3 JTHATK LMVB

MUJ4 2JT12 LMB V MUJ4 JTHATK LMVB MUJ5 MM0 BID

MJ ACO MHT BDV JT1 ACO MHT BDV JT2 ACO MHT BDV

JT2 3JT10L LM3 V JT2 3JT15L IP VX JT3 ACO MHT BDV

JT3 3JT10L LM3 V JT3 3JT15L IP VX
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